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Reconfigurable Intelligent Surface as a Micro Base
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Abstract— Small cell networks (SCNs) have emerged as a
promising solution to meet the demand for increasing data
traffic for the sixth generation and beyond wireless networks.
However, power consumption and two-tier interference issues
are two bottlenecks that hinder further development. This paper
proposes a novel reconfigurable intelligent surface (RIS)-based
SCN in which an RIS serves multiple micro users as a small
cell base station while assisting the macro user’s transmission.
Compared to the conventional SCNs, the RIS-based SCN can
achieve significant power reduction. Meanwhile, the reflected
signal can be regarded as a multipath component instead of
interference to the macro user. We propose two transmission
schemes and formulate the design of the phase shift matrix
at the RIS and the beamforming vector at the macro base
station as an optimization problem. The alternating optimization
algorithm is developed to optimize the phase shift matrix and the
beamforming vector to minimize the total power consumption
under the user rate and phase shift constraints. Simulation
results show that the total power consumption can be reduced
significantly by deploying the RIS in the SCN when the number
of reflective elements is sufficiently large.

Index Terms— Reconfigurable intelligent surface, small cell
networks, alternating optimization, time division multiple access,
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space division multiple access, power consumption minimization,
successive convex approximation.

I. INTRODUCTION

ACCORDING to a forecast published by the Interna-
tional Telecommunication Union, mobile data traffic will

expand at a 55 percent annual rate from 2020 to 2030, reaching
607 exabytes (EB) in 2025 and 5016 EB in 2030 [2]. The
small cell network (SCN) is considered as a promising solution
to accommodate such enormous traffic. SCNs can achieve
improved coverage of blind areas and reduce traffic burden
in each cell by densely deploying self-organized, low-power,
and low-cost micro base stations (mBSs) [3]. The reduced cell
size and densification of network cells will reduce the number
of users in each cell, and thus boost the bandwidth available
to each user. In the meantime, the smaller cell size reduces
the distance between the user and the mBS, which improves
the users’ channels [4]. However, there are two key challenges
to the mass deployment of small cells. First, the deployment
of small cells brings additional co-tier and cross-tier inter-
ference to the conventional macro base station (MBS) only
networks, resulting in network performance degradation. Such
interference is challenging to manage with due to the random
deployment and the lack of macro-micro backhaul link [5].
It is critical to develop effective interference management
techniques to control two-tier interference [6]. Second, dense
deployment of mBSs leads to high energy consumption. It is
critical to reduce the power consumption and cost of deploying
the densified small cells out of economic and environmental
considerations.

Existing research attempts to address the interference chal-
lenge in SCN from different dimensions, such as time division
multiple access (TDMA) scheduling in the time domain [7],
[8], orthogonal frequency-division multiple access (OFDMA)
scheduling [9], fractional frequency reuse [10] in the fre-
quency domain, interference alignment in the space domain
[11], [12], and power control in the power domain [13]. Fur-
thermore, a distributed interference management scheme from
a multi-domain perspective was proposed in [14], in which
OFDMA scheduling, interference alignment, TDMA schedul-
ing, and power optimization were implemented. However,
these research works mainly consider avoiding interference
instead of harnessing it. An effective approach to address the
power challenge is to put several base stations into sleep while
maintaining the quality of service (QoS) of users [15], [16],
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[17], [18]. It was demonstrated in [15] that with the sleep mode
mechanism, the operational energy could be reduced 50 to
90 percent when the cell size is small and the traffic is light.
However, the power reduction is negligible in micro and macro
cells or for heavy traffic. A strategic sleeping mechanism
for SCNs was proposed in [16]. The range-expanded small
cells were used to cover the area of the sleeping small
cells which are far from the MBS while the macro cell
was used to serve the users from the sleeping cells close to
it. It was shown that the proposed repulsive scheme could
significantly reduce the power consumption of the network.
A joint energy-saving and interference-coordination design
problem was considered in [17], and a two-level online learn-
ing approach was utilized to obtain the most energy-efficient
control actions. An energy-saving scheme with joint user
association, clustering, and on/off strategies was proposed
in [18]. Despite the development of power-saving approaches,
SCNs continue to face a power bottleneck since active mBSs
consumes much power due to the utilization of active compo-
nents including the local oscillator, up-converter, and power
amplifier.

The reconfigurable intelligent surface (RIS) has recently
been proposed by the academic community as another viable
technique for improving coverage [19], [20], [21], [22]. With
low-cost and low-power reflective elements, the RIS can
achieve real-time control of amplitude and phase changes
to adapt to the dynamic requirements under diverse channel
environments [23], [24], [25]. The RIS does not need to
actively generate new signals but only passively reflects the
incident signals, and thus the power-hungry active components
are not required. The roles of small cell and RIS deployment
for coverage enhancement was compared in [26]. It was
shown that with sufficient small cells, the deployment of
RIS can notably reduce the network cost while maintaining
the same network coverage. Besides operating as a passive
relay to assist traditional communication systems, the RIS
can also transmit its information by reconfiguring its phase
shifts [27], [28], [29], [30], [31], [32], [33]. Specifically,
an RIS-based multiple-input multiple-output (MIMO) trans-
mitter was proposed in [27], which consists of a single radio
frequency (RF) emitter that provides a dedicated unmodulated
RF signal and an RIS that carries out the modulation and
beamforming. This novel RIS-based transmitter architecture is
more energy-efficient than the conventional MIMO transmitter
due to the use of single-RF and RIS. An RIS-based quadrature
phase shift keying (QPSK) prototype system was implemented
in [28], in which the phase modulation was achieved by elec-
trically controlling the RIS phase shifts. Besides the dedicated
signal source, RIS can also transmit its information by riding
on the RF signals in the environment. This type of system
is called a symbiotic radio (SR) network. The RIS-assisted
MIMO SR network, the multiuser multiple-input single-
output (MISO) SR network, and the RIS-assisted unmanned
aerial vehicle SR network were investigated in [29], [30],
and [31], respectively. It was demonstrated that not only did
the RIS gain an opportunity to transmit its information, but
that the primary transmissions could also be considerably
improved.

Due to the transmission capability of the RIS, we pro-
pose an RIS-based SCN, in which an RIS is employed to
replace the conventional mBS to serve multiple micro users
in an SCN. In the proposed system, the MBS transmits the
signal to the macro user, and the RIS transmits information
received from the wired backhaul to micro users by embed-
ding it over the incident MBS signals. Deploying the RIS
instead of conventional mBSs can provide several benefits.
First, as it passively reflects the incident signals, the RIS
consumes less power than a conventional mBS, making it
a more energy-efficient solution, especially for large-scale
deployment. Second, since the RIS signal can be considered as
a multi-path component, the transmission rates of macro users
can be improved. In this way, it addresses the interference
problem in traditional SCNs since the interference relationship
is transformed into a mutualistic one. Finally, since it has a
large number of reflective elements, the RIS can accommodate
more users simultaneously than a conventional mBS, which
usually has a limited number of antennas. In this paper,
we propose two transmission schemes to support multi-user
information transmission in the RIS-based SCN, namely, space
division multiple access (SDMA) and time division multiple
access (TDMA) schemes. This paper aims to minimize the
total power consumption by jointly optimizing the phase
shift matrix at the RIS and the beamforming vector at the
MBS under the transmission rate and phase shift constraints.
We develop alternating optimization algorithms to solve the
optimization problems under two transmission schemes. The
contributions of the paper are summarized as follows:

• To the best of the authors’ knowledge, this is the first
paper to propose the RIS-based SCN in which the RIS
serves multiple micro users in the SCN. The proposed
system can achieve lower power consumption, avoid
interference to the macro user, and support more simulta-
neous micro users transmission, making it more appealing
for massive small cell deployment.

• We propose two transmission schemes, SDMA, and
TDMA schemes, to realize multi-user information trans-
mission in the RIS-based SCN. We jointly design the
phase shift matrix at the RIS and the beamforming vector
at the MBS to minimize the total power consumption
under the transmission rate and phase shift constraints.
Two optimization problems are formulated under the two
transmission schemes correspondingly.

• The formulated problems are non-convex since the
optimization variables are coupled. We apply alter-
nating optimization to solve the problems iteratively.
Several optimization techniques, such as successive con-
vex approximation (SCA), semi-definite programming
(SDP) and Gaussian randomization procedure are used
to address the problems.

• Simulation results show that the total power consumption
can be reduced significantly by deploying the RIS in the
SCN, which validates the superiority of the RIS-based
SCN and the effectiveness of the proposed algorithms.

The rest of this paper is organized as follows. Section II
first introduces the system model for the proposed RIS-based
SCN and formulate the total power consumption minimization
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problem for both SDMA and TDMA transmission schemes.
The proposed algorithms are presented in Section III.
In Section IV, the conventional SCN system is introduced
as a benchmark transmission scheme. Section V shows the
simulation results to verify the advantages of the RIS-based
SCN over the conventional SCN and validate the effectiveness
of proposed algorithms. Finally, Section VI concludes the
paper.

Notations: For complex vector v, vH , Re(v), vi and diag(v)
denote the conjugate transpose, the real part, the ith element
and the diagonal matrix with its diagonal elements given by v,
respectively. a⊗ b denotes the Kronecker product of vector a
and b. vecA denotes the vectorization operation for matrix A.
tr(A) and rank(A) denote the trace and rank of the matrix
A, respectively. A� denotes the optimal value of variable A.
A[m,n] and A[m, :] denote the (m,n)th element and the mth
row vector of matrix A, respectively. A � 0 denotes that A
is a semi-definite matrix. IK ∈ RK×K is the identify matrix.
CN (μ, σ2) denotes the distribution of a circularly symmetric
complex Gaussian (CSCG) random variable with mean μ and
variance σ2.

II. SYSTEM MODEL FOR RIS-BASED SMALL

CELL NETWORK

In this section, we present the system model for the
RIS-based small cell network, including the system description
and signal models for SDMA and TDMA schemes.

A. System Description

As shown in Fig. 1(a), we consider an RIS-based SCN in
which an MBS achieves wide area coverage while multiple
RISs are deployed to serve small cells. Suppose that different
small cells utilize different resource blocks to transmit infor-
mation, and thus there is no interference between them. The
scenario is reduced to the system shown in Fig. 1(b). The
MBS is equipped with a uniform linear array (ULA) with M
antennas, and the RIS is equipped with a uniform rectangular
array (UPA) with N = Nh × Nv reflective elements, where
Nh and Nv denote the numbers of reflective elements along
the horizontal and vertical axes of the RIS. The MBS serves
a single-antenna macro user (denoted as user 0), and the
RIS serves K single-antenna micro users (denoted as user
k, k = 1, . . . ,K).

The channels from the MBS to the RIS, from the RIS to the
macro user, from the RIS to micro user k, from the MBS to
the macro user, and from the MBS to micro user k are denoted
by L ∈ CN×M ,h0 ∈ C1×N ,hk ∈ C1×N , g0 ∈ C1×M , gk ∈
C1×M , respectively. Similar to [20], [29], we consider a block
flat-fading channel model in this paper.1 The large-scale path
loss is set as follows [34]:

β(d)[dB] =

�
Gt +Gr − 35.95− 22log10(d), LoS,

Gt +Gr − 33.05− 36.7log10(d). NLoS.

(1)

1To simplify the model, we consider flat fading channels. However, the
proposed methodologies can be readily extended to the frequency selective
fading channels where OFDM-based transmitter and receiver are used.

Fig. 1. (a) Application scenario for the RIS-based SCN; (b) The system
model for RIS-based SCN, consisting of an MBS, an RIS, a macro user, and
K micro users.

Here, Gt and Gr denote the antenna gains (in dBi) at the trans-
mitter and receiver, respectively. The channels L, {hk}Kk=1 are
modeled as Rician channels while the channels h0, {gk}Kk=0

are modeled as Rayleigh channels due to extensive scatters.
In particular, the small-scale channel from the MBS to the RIS
is denoted as

�L =
�

KL

1 +KL
LLoS +

�
1

1 +KL
LNLoS, (2)

where KL is the Rician factor for L, LLoS is the deterministic
line-of-sight (LoS) components, and LNLoS is the non-LoS
components following the standard complex Gaussian distrib-
ution CN (0, 1). The LoS component can be expressed by the
steering vector model, given by

LLoS = aHR (θAoA,R, ψAoA,R)aB (θAoD,B), (3)

where θAoA,R and ψAoA,R denote the center azimuth angle
of arrival (AoA) and elevation AoA, respectively, at the RIS,
θAoD,B denotes the angle of departure (AoD) at the MBS. The
steering vectors can be further defined as

aHR (θAoA,R, ψAoA,R)
= av (θAoA,R, ψAoA,R) ⊗ ah (θAoA,R, ψAoA,R)
∈ C

1×N , (4)

aB (θAoD,B)

= [1, e−j
2πd

λ sin(θAoD,B), . . . , e−j
2πd

λ (M−1)sin(θAoD,B)]
∈ C

1×M , (5)
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Fig. 2. The transmission frame structure of the RIS-based SCN. The blue
shaded part denotes pilots for channel estimation. The MBS sends pilots while
the RIS reflects the MBS signal with known phase shift matrices. The red
shaded part denotes the pilots of the MBS and the RIS with the optimized
beamforming vector and phase shift matrix.

where

[ah (θ, ψ)]n = e−j
2πd

λ
(n−1)cos(ψ)sin(θ),

∀n ∈ {1, 2, . . . , Nh}, (6)

[av (θ, ψ)]n = ej
2πd

λ (n−1)cos(ψ)cos(θ),

∀n ∈ {1, 2, . . . , Nv}. (7)

Here, d is the antenna element separation and λ is the
wavelength. We set d = 1

2λ for simplicity. The small-scale
path losses for other channels are similarly defined, and thus
omitted.

Fig. 2 shows the transmission frame structure of the RIS-
based SCN, which is a generalization of the one proposed
in [29]. In the first two RIS symbols, the MBS sends pilots
while the RIS reflects the MBS signal with known phase
shift matrices for the macro and micro users to estimate the
instantaneous CSI. The channels can be estimated by using
the methods in [35], [36], [37], and [38]. After obtaining the
CSI, the transmit beamforming vector and phase shift matrix
can be optimized. In the following K + 1 RIS symbols, the
BS transmits with the optimized beamforming vector and the
RIS reflects the MBS signal with the optimized phase shift.
The users can then obtain the optimized beamforming vector
and phase shift. After K + 3 pilot symbols, the RIS starts to
transmit data to the micro users. Similar to [29], we assume
that the MBS sends pilots during each RIS symbol to eliminate
the ambiguity between the MBS information and the RIS
information when the direct link is blocked. Note that with
the MBS pilots, the knowledge of the CSI as well as the
optimized beamforming vector and phase shift matrix, the
users can estimate the composited channel and decode their
information accordingly.

The micro users can be served by the RIS simultaneously or
one by one, and the corresponding transmission schemes are
the SDMA and TDMA schemes, respectively. In the follow-
ing, we present the signal models of these two transmission
schemes.

B. Signal Model for SDMA Transmission Scheme

Under the SDMA transmission scheme, the RIS serves the
micro users simultaneously. The MBS transmits the signal
s(q) with beamforming vector w0 ∈ CM×1 to the macro
user, where s(q) follows the distribution of CN (0, 1). The
RIS receives the signal from MBS, and then the information
that needs to be sent to the K micro user is loaded onto
the MBS signal by adjusting the phases of the reflection
elements. The corresponding phase shift matrix for user k is
denoted as Φk = diag{θk,1, θk,2, . . . , θk,N} ∈ CN×N , where
θk,n denotes the phase shift of the n-th element for user k.
We assume that the RIS applies a phase shift keying (PSK)
modulation scheme for information transmission. Denote ck
as the information that the RIS sends to user k. Similar to
the conventional mBS, we assume ck comes from the wired
backhaul link. While designing the phase shift {Φk}Kk=1, the
overall phase shift matrix introduced by the RIS is given as
Φ(C) =

�K
i=1 Φici ∈ CN×N , where C � {c1, c2, . . . , cK} is

the symbol set for micro users. Denote the symbol period for
the MBS and the RIS as Ts and Tc, respectively. It is assumed
that Tc = QTs, where Q is an integer.

The signal received by the macro user is written as

y0(q) = g0w0s(q) + h0Φ(C)Lw0s(q) + u0(q). (8)

where the additive complex Gaussian noise u0(q) follows the
distribution CN (0, σ2

0).
The SNR at the macro user is given by

γ0(C) =
|g0w0 + h0Φ(C)Lw0|2

σ2
0

. (9)

The reflected signal from the RIS is no longer an inter-
ference to the macro user, but a multipath component, which
leads to the increase in the SNR. In (9), the SNR contains C.
Similar to [29], we assume that ck changes fast compared with
the channel variation. Therefore, the corresponding rate needs
to take expectation over C, which is written as [29]

R0 = EC (log2 (1 + γ0(C))). (10)

According to Jensen’s inequality, we have

R0 ≤ log2 (1 + EC (γ0(C))). (11)

Denote mi = h0ΦiLw0 and a = g0w0. γ0(C) is rewritten
as (12), shown at the bottom of the page.

Since E(ck) = 0,E(|ck|2) = 1, ∀k, we take the expectation
over C and obtain

EC (γ0(C)) =
|a|2 +

�K
i=1 |mi|2
σ2

0

=
�K
i=1 |h0ΦiLw0|2 + |g0w0|2

σ2
0

. (13)

γ0(C) =
|a+

�K
i=1mici|2
σ2

0

=
|a|2 + a∗

�K
i=1mici + a

�K
j=1m

∗
jc

∗
j +

�K
i=1

�K
j=1micim

∗
jc

∗
j

σ2
0

. (12)
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Hence, the upper bound of the achievable rate is given by

R0 ≤ log2

�
1 +

�K
i=1 |h0ΦiLw0|2 + |g0w0|2

σ2
0

�
. (14)

The signal received by user k is written as

yk(q) = gkw0s(q) + hk

K�
i=1

ΦiciLw0s(q) + uk(q). (15)

User k first decodes s(q), performs successive interference
cancellation (SIC) and then decodes ck, similar to [39]. The
upper bound of the achievable rate for user k to decode s(q)
is given by

Rk,s ≤ log2

�
1 +

�K
i=1 |hkΦiLw0|2 + |gkw0|2

σ2
k

�
. (16)

After decoding s(q), the SIC technique is utilized to remove
the direct link interference. Since the symbol period of ck
covers Q symbol period of s(q), there are Q relatively inde-
pendent paths for decoding ck and maximal ratio combining
(MRC) is applied to combine Q symbols of yk. The signal-to-
interference-plus-noise-ratio (SINR) for user k to decode ck
with MRC is written as

γk,ck
=

|hkΦkLw0|2
|hk

�K
i=1,i�=k ΦiLw0|2 + σ2

k

Q

. (17)

The achievable rate for user k to decode ck is given by

Rk,ck
=

1
Q

log2

⎛⎝1 +
|hkΦkLw0|2

|hk
�K

i=1,i�=k ΦiLw0|2 + σ2
k

Q

⎞⎠. (18)

The power consumption model of different types of BSs is
given by [40]

PBS = λ


PS
η

+MPc

�
, (19)

where η is the power amplifier efficiency, PS is the BS transmit
power, M is the number of the transmit antennas, Pc is the
circuit power consumption, and λ denotes the influence of
cooling, direct current to direct current (DC-DC) and main
supply. For different types of BSs, the exact values of η, Pc
and λ can be different. The power consumption model of RIS
is given by [41]

PRIS = NPn(b), (20)

where N is the number of reflective elements, and Pn(b)
denotes the power consumption of each phase shifter with
a resolution of b bits. The total power consumption of the
proposed RIS-based SCN under SDMA transmission scheme
is given by

PSDMA = λ1


1
η1

�w0�2 +MPc,MBS

�
+NPn(b). (21)

Remark 1: The motivation of considering the total power
consumption is as follows. By deploying the RIS instead of
mBS, the consumed circuit power used to serve the micro
users can be reduced. Meanwhile, the signal from the RIS is a
multipath component to the macro user and the SNR seen by

the macro user can be increased. Therefore, the transmit power
consumption at the MBS can also be reduced. For the above
two considerations, in order to have a holistic comparison from
a system level, we consider the total power consumption in this
paper.

C. Signal Model for TDMA Transmission Scheme

Under the TDMA transmission scheme, micro users are
served one by one by the RIS. In each RIS symbol, only one
micro user transmits, and thus we can design the beamforming
vector and phase shift matrix for each user separately.2 Denote
the beamforming vector at the MBS and phase shift matrix
at the RIS for user k as w0,k ∈ CM×1 and Φk ∈ CN×N ,
respectively. The overall RIS phase shifts for user k is Φkck.
The received signal at the macro user is given by

y0(q) = g0w0,ks(q) + h0ΦkckLw0,ks(q) + u0(q). (22)

The resulting SNR is given by

γ0(ck) =
|g0w0,k + h0ΦkckLw0,k|2

σ2
0

. (23)

The corresponding rate needs to take expectation over ck,
which is written as

R0 = Eck
(log2 (1 + γ0(ck))). (24)

According to Jensen’s inequality, we have

R0 ≤ log2 (1 + Eck
(γ0(ck))), (25)

where

Eck
(γ0(ck)) = Eck

 |g0w0,k + h0ΦkckLw0,k|2
σ2

0

�
=

|g0w0,k|2 + |h0ΦkLw0,k|2
σ2

0

. (26)

Hence, the achievable rate of the macro user is upper-bounded
by

R0 ≤ log2


1 +

|g0w0,k|2 + |h0ΦkLw0,k|2
σ2

0

�
. (27)

The received signal at user k during its transmission slot is
given by

yk(q) = gkw0,ks(q) + hkΦkckLw0,ks(q) + uk(q),
q = (k − 1)Q+ 1, . . . , kQ. (28)

User k first decodes s(q), performs SIC, and then decodes ck.
The SNR for micro user k to decode s(q) is written as

γk,s(ck) =
|gkw0,k + hkΦkckLw0,k|2

σ2
k

. (29)

Then the upper bound of the achievable rate of user k is given
by

Rk,s ≤ log2


1 +

|gkw0,k|2 + |hkΦkLw0,k|2
σ2
k

�
. (30)

2Alternatively, we can use the same beamforming vector at the MBS for all
micro users while optimizing the phase shift matrix individually. However,
such a design is inferior to our considered scheme.
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Similarly, since the symbol period of ck covers Q symbol
periods of s(q), by applying MRC, the SNR for user k to
decode ck is written as

γk,ck
=
Q|hkΦkLw0,k|2

σ2
k

. (31)

The corresponding rate is given by

Rk,ck
=

1
Q

log2


1 +

Q|hkΦkLw0,k|2
σ2
k

�
. (32)

The total power consumption of the proposed RIS-based SCN
under the TDMA transmission mode is given by

PTDMA = λ1

��K
k=1 �w0,k�2

η1K
+MPc,MBS

�
+NPn(b).

(33)

D. Problem Formulation

This paper aims to minimize the total power consumption
by jointly optimizing the beamforming vector at the MBS and
phase shift matrix at the RIS, subject to the user transmission
rate constraints and RIS phase shift constraints.3

1) SDMA Transmission Scheme: Note that circuit power is
fixed while the transmit power can be controlled by design-
ing the beamforming vectors. The total power consumption
minimization problem is reduced to the transmit power min-
imization problem. Mathematically, the optimization problem
can be formulated as

(P − S) : min
{Φk}K

k=1,w0

�w0�2 (34a)

s.t. R0 ≥ R̄s, (34b)

Rk,s ≥ R̄s, ∀k, (34c)

Rk,ck
≥ R̄c, ∀k, (34d)

|Φ(C)[n, n]| ≤ 1, ∀n, ∀C. (34e)

where R̄s and R̄c denote the desired transmission rate of
the macro user and micro users. (34b) denotes the macro
user transmission rate constraint. (34c) and (34d) ensure that
both s(q) and ck can be decoded successfully at micro users.
The constraint (34e) indicates that the phase shift constraints
should be met for all combinations of {ci}Ki=1.

2) TDMA Transmission Scheme: The total power consump-
tion minimization problem can be tackled separately for dif-
ferent micro users since the subproblems for different micro
users are independent. For user k, the problem is reduced to
the transmit power minimization problem, formulated as

(P − T) : min
Φk,w0,k

�w0,k�2 (35a)

s.t. R0 ≥ R̄s, (35b)

Rk,s ≥ R̄s, (35c)

3We consider the ideal reflection model in this paper, in which the reflection
phase and amplitude can be adjusted independently. The ideal model can be
extended to the practical model similar to existing works [42], [43]. Note that
the performance by assuming the ideal model can serve as an upper bound
of the performance that the practical model can achieve. The RIS phase shift
design considering practical model in the proposed RIS-based SCN system is
worth further investigation.

1
K
Rk,ck

≥ R̄c, (35d)

|Φk[n, n]| ≤ 1, ∀n, (35e)

Similar to Problem (P − S), (35b), (35c), (35d), and (35e)
represent the macro user rate constraint, micro user rate
constraints, and phase shift constraints, respectively. Note that
the factor 1

K in (35d) is due to the TDMA time-sharing
principle since each user can only transmit once every K time
slots.

The optimization variables {Φk}Kk=1 and w0 are coupled
in problem (P − S) and (P − T) and cannot be tackled
separately, resulting in non-convex optimization problems.
In the following, we will transform the problems into a more
tractable form.

III. PROPOSED ALGORITHMS

A. Proposed Algorithm for SDMA Transmission Scheme

Since the optimization variables {Φk}Kk=1 and w0 are
coupled in the constraints, we apply alternating optimization
to optimize them alternatively [20].

1) Beamforming Optimization: For given {Φk}Kk=1, the
beamforming vector w0 can be optimized by solving the
subproblem as follows:

(P − S1) : min
w0

�w0�2

s.t. (34b), (34c) and (34d). (36)

The subproblem can be transformed into

(P − S2) :
min
w0

tr
�
w0w

H
0

�
(37a)

s.t.
|hkΦkLw0|2

|hk
�K

i=1,i�=k ΦiLw0|2 + σ2
k

Q

≥ 2QR̄c − 1, ∀k,

(37b)�K
i=1 |h0ΦiLw0|2 + |g0w0|2

σ2
0

≥ 2R̄s − 1, (37c)�K
i=1 |hkΦiLw0|2 + |gkw0|2

σ2
k

≥ 2R̄s − 1, ∀k.
(37d)

By denoting W 0 = w0w
H
0 , the problem (P − S2) can be

recast as

(P − S3) : min
W 0

tr (W 0) (38a)

s.t. tr(JkW 0) − (2QR̄c − 1)tr(MkW 0)

≥ (2QR̄c − 1)
σ2
k

Q
, ∀k, (38b)

tr(V 0W 0) ≥ (2R̄s − 1)σ2
0 , (38c)

tr(V kW 0) ≥ (2R̄s − 1)σ2
k, ∀k, (38d)

W 0 � 0, (38e)

rank(W 0) = 1, (38f)

where

Jk = LHΦH
k hHk hkΦkL, (39)
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Mk = LH
K�

i=1,i�=k
ΦH
i hHk hk

K�
i=1,i�=k

ΦiL, (40)

V 0 =
K�
i=1

LHΦH
i hH0 h0ΦiL + gH0 g0, (41)

V k =
K�
i=1

LHΦH
i hHk hkΦiL + gHk gk. (42)

We solve the problem (P − S3) with the SDR technique.
Specifically, the rank constraint (38f) is first relaxed and a
solution to the rank-relaxed optimization problem is obtained
with CVX [44]. Gaussian randomization procedure is then
performed to obtain a rank-one solution [45].

2) Phase Shift Optimization: For a given W 0, the phase
shift {Φk}Kk=1 can be optimized by solving the subproblem
as follows:

(P − S4) : find {Φk}Kk=1

s.t. (34b), (34c), (34d) and (34e). (43)

Denote φk = (θk,1, θk,2, . . . , θk,N ) ∈ C1×N , c =
(c1, c2, . . . , cK) ∈ C1×K . By letting

Ψ =

⎛⎜⎜⎝
θ1,1 θ1,2 . . . θ1,N
θ2,1 θ2,2 . . . θ2,N
. . . . . . . . . . . .
θK,1 θK,2 . . . θK,N

⎞⎟⎟⎠ =

⎛⎜⎜⎝
φ1

φ2

. . .
φK

⎞⎟⎟⎠ ∈ C
K×N ,

(44)

the constraint (34e) can be rewritten as

|cΨen| ≤ 1, ∀n, c, (45)

where en is the canonical vector, in which the n-th element
is 1 while other elements are 0. Meanwhile, we can obtain

hkΦkLw0 = φkdiag(hk)Lw0

= eHk Ψdiag(hk)Lw0, (46)

hk

K�
i=1,i�=k

ΦiLw0 =
K�

i=1,i�=k
φidiag(hk)Lw0

= (1− eHk )Ψdiag(hk)Lw0. (47)

The problem (P − S4) can be transformed into

(P − S5) :
find Ψ (48a)

s.t.
|eHk Ψdiag(hk)Lw0|2

|(1− eHk )Ψdiag(hk)Lw0|2 + σ2
k

Q

≥ 2QR̄c − 1, ∀k, (48b)�K
i=1 |eHi Ψdiag(h0)Lw0|2 + |g0w0|2

σ2
0

≥ 2R̄s − 1, (48c)�K
i=1 |eHi Ψdiag(hk)Lw0|2 + |gkw0|2

σ2
k

≥ 2R̄s − 1, ∀k, (48d)

|cΨen| ≤ 1, ∀n, c. (48e)

We can rewrite the numerator in (48b) as

|eHk Ψdiag(hk)Lw0|2

= tr
�
ΨHeke

H
k Ψdiag(hk)Lw0w

H
0 LHdiag(hk)H

�
= (vecΨ)H vec

�
eke

H
k Ψdiag(hk)Lw0w

H
0 LHdiag(hk)H

�
= (vecΨ)H

�
diag(hk)Lw0w

H
0 LHdiag(hk)H

�T
⊗ eke

H
k

�
× vecΨ

= (vecΨ)H
�

diag(hk)LW 0L
Hdiag(hk)H

�T
⊗ eke

H
k

�
× vecΨ

� vHEkv, (49)

where Ek =
�

diag(hk)LW 0L
Hdiag(hk)H

�T
⊗ eke

H
k and

v = vecΨ. Similarly, for the first item of the denominator
in (48b), we have

|(1− eHk )Ψdiag(hk)Lw0|2 � vHF kv, (50)

where F k =
�

diag(hk)LW 0L
Hdiag(hk)H

�T
⊗ (1 −

eHk )H(1− eHk ).
For (48c), (48d) and (48e), we have

K�
i=1

|eHi Ψdiag(h0)Lw0|2 � vHG0v, (51)

K�
i=1

|eHi Ψdiag(hk)Lw0|2 � vHGkv, (52)

|cΨen|2 = vH
�
(eneHn )T ⊗ cHc

�
v, (53)

where G0 =
�

diag(h0)LW 0L
Hdiag(h0)H

�T
⊗ IK ,Gk =�

diag(hk)LW 0L
Hdiag(hk)H

�T
⊗ IK . By integrating (49),

(50), (51), (52) and (53), the problem (P − S5) can be
rewritten as the following problem:

(P − S6) :

find v (54a)

s.t. vHEkv ≥
�
2QR̄c − 1

�
vHF kv +

σ2
k

Q

�
,

∀k, (54b)

vHG0v + |g0w0|2 ≥
�
2R̄s − 1

�
σ2

0 , (54c)

vHGkv + |gkw0|2 ≥
�
2R̄s − 1

�
σ2
k, ∀k, (54d)

vH
�
(eneHn )T ⊗ cHc

�
v ≤ 1, ∀n, c. (54e)

Since Ek, G0 and Gk are semi-definite matrices, we can
apply the SCA approach to tackle the non-convex constraints.
Specifically, for (54b) we will apply the first order expansion
to vHEkv at a given point vt, resulting in the following
inequality

vHEkv ≥ 2Re
�
vHt Ekv

�− vHt Ekvt. (55)
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We can tackle (54c) and (54d) in a similar way. Hence, the
problem (P − S6) can be further transformed into

(P − S7) :
find v (56a)

s.t. 2Re
�
vHt Ekv

�− vHt Ekvt

≥
�
2QR̄c − 1

�
vHF kv +

σ2
k

Q

�
, ∀k, (56b)

2Re
�
vHt G0v

�− vHt G0vt + |g0w0|2

≥
�
2R̄s − 1

�
σ2

0 , (56c)

2Re
�
vHGkv

�− vHt Gkvt + |gkw0|2

≥
�
2R̄s − 1

�
σ2
k, ∀k, (56d)

vH
�
(eneHn )T ⊗ cHc

�
v ≤ 1, ∀n, c. (56e)

We then introduce the rate residuals {αk}Kk=1 and {δk}K+1
k=1

to transform the feasibility problem (P − S7) into a rate
residuals maximization problem, written as:

(P − S8) :

max
{αk}K

k=1,{δk}K+1
k=1 ,v

K�
k=1

αk +
K+1�
k=1

δk (57a)

s.t. 2Re
�
vHt Ekv

�− vHt Ekvt

≥
�
2QR̄c − 1

�
vHF kv +

σ2
k

Q

�
+ αk, ∀k,

(57b)

2Re
�
vHGkv

�− vHt Gkvt + |gkw0|2

≥
�
2R̄s − 1

�
σ2
k + δk, ∀k, (57c)

2Re
�
vHt G0v

�− vHt G0vt + |g0w0|2

≥
�
2R̄s − 1

�
σ2

0 + δK+1, (57d)

vH
�
(eneHn )T ⊗ cHc

�
v ≤ 1, ∀n, c, (57e)

αk ≥ 0, δk ≥ 0, ∀k. (57f)

The problem (P − S8) is convex with respect to v and can
be solved with CVX. The detailed steps are summarized in
Algorithm 1.

Remark 2: The motivation for introducing the rate residuals
is as follows. The problem (P − S7) is a feasibility problem
and there may be multiple feasible solutions. If (P − S7) is
solved, we may end up with a feasible but low-quality solution.
By introducing the rate residuals, the solution of (P − S8)
can always ensure that the achieved rate is higher than the
rate requirement, which leaves room for further improvement
of W0 in the next iteration.

B. Proposed Algorithm for TDMA Transmission Scheme

The problem (P − T) can be written explicitly as

(P − T1) :
min

Φk,w0,k

�w0,k�2 (58a)

s.t. log2


1 +

|g0w0,k|2 + |h0ΦkLw0,k|2
σ2

0

�

Algorithm 1 Proposed Algorithm to Solve (P − S)

1: Initialize
�
Φ(0)
k

�K
k=1

, w
(0)
0 and � (a relatively small posi-

tive value).
2: Compute v(0) and W

(0)
0 .

3: Let t = 0.
4: repeat

5: Solve (P − S3) for given
�
Φ(t)
k

�K
k=1

, and obtain the

optimal solution as W
(t+1)
0 .

6: Solve (P − S8) for given W
(t+1)
0 with vt = v(t), and

obtain the optimal solution as v(t+1).

7: Compute
�
Φ(t+1)
k

�K
k=1

with v(t+1).
8: Update iteration index t = t+ 1.
9: until tr

�
W

(t)
0 − W

(t−1)
0

�
≤ �.

10: Obtain the optimal solution W �
0 = W

(t)
0 , and v� = v(t).

11: Recover {Φ�
k}Kk=1 with v�.

12: Perform Gaussian randomization procedure for W �
0 and

obtain the optimal w�
0 [45].

13: Return the optimal solution w�
0 and {Φ�

k}Kk=1.

≥ R̄s, (58b)

log2


1 +

|gkw0,k|2 + |hkΦkLw0,k|2
σ2
k

�
≥ R̄s, (58c)

1
Q

log


1 +

Q|hkΦkLw0,k|2
σ2
k

�
≥ KR̄c, (58d)

|Φk[n, n]| ≤ 1, ∀n. (58e)

The optimization variables Φk and w0,k are coupled in
the problem (P − T1). We split the problem into two sub-
problems and solve them with alternating optimization. The
beamforming matrix and phase shifts are optimized in each
subproblem with the other one is fixed, respectively.

1) Beamforming Optimization: For given Φk, the subprob-
lem is written as

(P − T2) : min
w0,k

�w0,k�2 (59a)

s.t. |g0w0,k|2 + |h0ΦkLw0,k|2

≥
�
2R̄s − 1

�
σ2

0 , (59b)

|gkw0,k|2 + |hkΦkLw0,k|2

≥
�
2R̄s − 1

�
σ2
k, (59c)

Q|hkΦkLw0,k|2 ≥
�
2QKR̄c−1

�
σ2
k. (59d)

The problem can be transformed into

(P − T3) :
min
w0,k

tr
�
w0,kw

H
0,k

�
(60a)

s.t. tr
�
w0,kw

H
0,k

�
gH0 g0 + Ξ0,k

��
≥
�
2R̄s − 1

�
σ2

0 , (60b)
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tr
�
w0,kw

H
0,k

�
gHk gk + Ξk,k

��
≥
�
2R̄s − 1

�
σ2

0 , (60c)

Qtr
�
w0,kw

H
0,kΞk,k

� ≥ �2QKR̄c − 1
�
σ2
k, (60d)

where Ξ0,k = LHΦH
k hH0 h0ΦkL, Ξk,k =

LHΦH
k hHk hkΦkL. Denote W 0,k = w0,kw

H
0,k, the problem

(P − T3) can be recast as

(P − T4) :
min
W 0,k

tr (W 0,k) (61a)

s.t. tr
�
W 0,k

�
gH0 g0 + Ξ0,k

�� ≥ �2R̄s − 1
�
σ2

0 , (61b)

tr
�
W 0,k

�
gHk gk + Ξk,k

�� ≥ �2R̄s − 1
�
σ2
k, (61c)

Qtr (W 0,kΞk,k) ≥
�
2QKR̄c − 1

�
σ2
k, (61d)

W 0,k � 0, (61e)

rank (W 0,k) = 1. (61f)

The problem (P − T4) can be solved by using the SDR
technique, similar to problem (P − S3).

2) Phase Shift Optimization: For given w0,k, the subprob-
lem to optimize Φk is given by

(P − T5) : find Φk

s.t. (35b), (35c), (35d) and (35e). (62)

Denote Υk = φHk φk, the problem (P − T5) can be trans-
formed into

(P − T6) :
find Υk (63a)

s.t. tr
�
Υkdiag (h0)LW 0,kL

Hdiag (h0)
H
�

≥
�
2R̄s − 1

�
σ2

0 − tr
�
gH0 g0W 0,k

�
, (63b)

tr
�
Υkdiag (hk)LW 0,kL

Hdiag (hk)
H
�

≥
�
2R̄s − 1

�
σ2
k − tr

�
gHk gkW 0,k

�
, (63c)

Qtr
�
Υkdiag (hk) LW 0,kL

Hdiag (hk)
H
�

≥
�
2QKR̄c − 1

�
σ2
k, (63d)

Υk[n, n] ≤ 1, ∀n, (63e)

rank(Υk) = 1, (63f)

Υk � 0. (63g)

The problem (P − T6) is a feasibility problem. Similarly,
by introducing rate residual variables {βk}3

k=1 and dropping
the rank-one constraint, the problem can be recast as:

(P − T7) :

max
{βk}3

k=1,Υk

3�
k=1

βk (64a)

s.t. tr
�
Υkdiag (h0)LW 0,kL

Hdiag (h0)
H
�

≥
�
2R̄s − 1

�
σ2

0 − tr
�
gH0 g0W 0,k

�
+ β1, (64b)

Algorithm 2 Proposed Algorithm to Solve (P − T)

1: Initialize Φ(0)
k , w

(0)
0,k and � (a relatively small positive

value).
2: Compute Υ(0)

k and W (0).
3: Let t = 0.
4: repeat
5: Solve (P − T4) for given Υ(t)

k , and obtain the optimal
solution as W

(t+1)
0,k .

6: Solve (P − T7) for given W
(t+1)
0,k , and obtain the opti-

mal solution as Υ(t+1)
k .

7: Update iteration index t = t+ 1.
8: until tr

�
W

(t)
0,k − W

(t−1)
0,k

�
≤ �.

9: Obtain the optimal solution W �
0,k = W

(t+1)
0,k , and Υ�

k =
Υ(t)
k .

10: Perform the Gaussian randomization procedure for W �
0,k

and Υ�
k, and obtain the optimal w�

0,k and Φ�
k.

11: Return the optimal solution w�
0,k and Φ�

k.

tr
�
Υkdiag (hk)LW 0,kL

Hdiag (hk)
H
�

≥
�
2R̄s − 1

�
σ2
k − tr

�
gHk gkW 0,k

�
+ β2, (64c)

Qtr
�
Υkdiag (hk)LW 0,kL

Hdiag (hk)
H
�

≥
�
2QKR̄c − 1

�
σ2
k + β3,

(63e) and (63g). (64d)

The problem (P − T7) is an SDP problem that can be
solved directly. We note that Υk and W 0,k are alternatively
solved during each iteration. To reduce the computational
complexity, Gaussian randomization procedure is performed
to obtain the rank-one solution after the convergence of the
alternating optimization. The overall algorithm is summarized
in Algorithm 2.

C. Convergence and Complexity Analysis

1) Convergence Analysis: The convergence performance of
the proposed algorithms is presented in Theorem 1.

Theorem 1: Algorithm 1 generates a sequence��
W

(t)
0 ,v(t)

��
of improved points of problem (P − S),

which converges to a Karush-Kuhn-Tucker (KKT) point.
Proof: For algorithm 1, We have the following

inequalities:

P
�
W

(t−1)
0 ,v(t−1)

�
(a)
= P

�
W

(t−1)
0 ,v(t)

�
(b)

≥ P
�
W

(t)
0 ,v(t)

�
. (65)

The inequality (a) holds since the transmit power only
depends on W 0 while the inequality (b) holds since
W

(t)
0 is the optimal solution of (P − S3) for given v(t).

Therefore,
��

W
(t)
0 ,v(t)

��
is a better solution to prob-

lem (P − S) than
��

W
(t−1)
0 ,v(t−1)

��
. Furthermore, the
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Fig. 3. The system model for conventional SCN, consisting of an MBS,
an mBS, a macro user and K micro users.

sequence
��

W
(t)
0 ,v(t)

��
is bounded by the constraint (34e)

and due to the fact that the objective function is to minimize
tr (W 0). According to Cauchy’s theorem, there is a convergent

subsequence
��

W
(tυ)
0 ,v(tυ)

��
with a limit point (W �

0,v
�).

Following the proposition 2 in [46], we can obtain that

lim
t→∞

�
P
�
W

(t)
0 ,v(t)

�
− P (W �

0,v
�)
�

= 0. (66)

Notice that W �
0 and v� are the optimal solutions of the convex

optimization problems (P − S3) and (P − S8), respectively.
According to [47], each accumulation point (W �

0,v
�) of the

sequence
�
W

(t)
0 ,v(t)

�
is a KKT point.

The convergence proof of algorithm 2 is similar and is thus
omitted here.

2) Complexity Analysis: The computational complexity
of the proposed algorithms is analyzed in this part.
According to [45], the computational complexity for
solving (P − S3) is O

�
max {2K + 1,M}4M

1
2 log( 1

	s
)
�

,

where �s denotes the predefined accuracy of the
solution. For solving (P − S8), the complexity is

O
�
(2KN + 2K + 1)4(KN + 2K + 1)

1
2 log( 1

	s
)
�

. The

complexity of randomization procedure is O �N2
�
. Let

Is and Ia denote the required iteration number for the
SCA approach and the alternating optimization algorithm,
respectively. Therefore, the total computational complexity

of algorithm 1 is O

Ia(max {2K + 1,M}4

M
1
2 +

Is(2KN + 2K + 1)4(KN + 2K + 1)
1
2 )log( 1

	s
) + N2

�
.

Similarly, the computational complexity for solving
(P − T4) is O

�
M2log( 1

	s
)
�

while the complexity

is O
�
(N + 3)4M

1
2 log( 1

	s
)
�

for solving (P − T7).
The total computational complexity of algorithm 2 is

O

Ia

�
(N + 3)4M

1
2 +M2

�
log( 1

	s
) +N2

�
.

IV. CONVENTIONAL SCN

In this section, we review the conventional SCN as a
benchmark transmission scheme. As illustrated in Fig. 3, the

conventional SCN consists of an MBS with M1 antennas,
an mBS with M2 antennas, a single-antenna macro user served
by the MBS, and K single-antenna micro users served by the
mBS. The baseband equivalent channels from the MBS to the
macro user, from the MBS to micro user k, from the mBS to
the macro user, and from the mBS to micro user k are denoted
by g0 ∈ C1×M1 , gk ∈ C1×M1 ,h0 ∈ C1×M2 ,hk ∈ C1×M2 ,
respectively. The MBS transmits the signal s(q) to the macro
user with beamforming vector w0 ∈ CM1×1 and the mBS
transmits the signal ck(q), k = 1, . . . ,K to K micro users
with beamforming vector wk ∈ CM2×1. It is assumed that
s(q) and ck(q) follow the distribution of CN (0, 1) and ck(q)
comes from the wired backhaul. The signal received by the
macro user is given by

y0(q) = g0w0s(q) + h0

K�
i=1

wici(q) + u0(q), (67)

where u0(q) is the additive white Gaussian noise at the macro
user with zero mean and variance σ2

0 . The rate for macro user
decoding s(q) is given by

R0 = log2

�
1 +

|g0w0|2�K
i=1 |h0wi|2 + σ2

0

�
. (68)

For micro user k, its received signal is given by

yk(q) = gkw0s(q) + hk

K�
i=1

wici(q) + uk(q), (69)

where uk(q) is additive white Gaussian noise at user k
following CN (0, σ2

k). The micro user k first decodes s(q).
The corresponding rate is written as

Rk,s = log2

�
1 +

|gkw0|2�K
i=1 |hkwi|2 + σ2

k

�
. (70)

After decoding s(q), user k cancels the interference and then
decodes ck(q). The rate to decode ck(q) is given by

Rk,c = log2

�
1 +

|hkwk|2�K
i=1,i�=k |hkwi|2 + σ2

k

�
. (71)

The total power consumption in this SCN consists of the
power consumed by both the MBS and mBS, which is given
by

Pall = λ1


1
η1

�w0�2 +M1Pc,MBS

�
+λ2

�
1
η2

K�
i=1

�wi�2 +M2Pc,mBS

�
, (72)

where λ1 and η1 are the corresponding parameters for MBS
while λ2 and η2 are those for mBS.

To minimize the total power consumption in SCN under
user transmission rate constraints, the following problem can
be formulated:

(P − C) : min
{wi}K

i=0

λ1

η1
�w0�2 +

λ2

η2

K�
i=1

�wi�2 (73a)

s.t. R0 ≥ R̄s, (73b)
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Fig. 4. The simulated RIS-based SCN comprising of one MBS, one
N-element RIS, multiple micro users and one macro user.

Rk,s ≥ R̄s, ∀k, (73c)

Rk,c ≥ R̄c, ∀k. (73d)

Such a problem can be transformed to a rank-constrained
SDP problem and solved with semi-definite relaxation (SDR)
approach [45].

V. SIMULATION RESULTS

In this section, simulation results are presented to validate
the benefits of using an RIS to serve multiple micro users in
an SCN. In the simulations, as shown in Fig. 7, the MBS is
located at (0 m, 0 m), and the RIS is located at (1000 m, 0 m).
The micro users are uniformly and randomly distributed in a
circle centered at (1000 m, 400 m) with radius R = 400 m.
The macro user is located at (0 m, 800 m). N = 64 (Nh =
16, Nv = 4). We assume that the RIS and the MBS have a
gain of 5 dBi, and users have a gain of 0 dBi. The Rician
factors for all Rician fading channels are set to 10.

We assume that the RIS applies binary phase shift keying
(BPSK) modulation, i.e., ck = {+1,−1}. The symbol period
of the RIS is ten times longer than that of the MBS, i.e.
Q = 10. The operating frequency is set to 2.5 GHz. The
bandwidth is B = 180 kHz and the noise power is set to be
σ2 = −174 + 10log10(B) dBm. The parameters in the power
consumption model for MBS and mBS are set to λ1 = 1.25,
η1 = 0.388, Pc,MBS = 20.7 W, λ2 = 1.15, η2 = 0.285,
Pc,mBS = 14.4 W, which are identical to those in [40]. The
power consumption value of each phase shifter is 7.8 mW for a
6-bit resolution phase shifting. Simulation results are averaged
over 103 random channel realizations.

First, we study the convergence performance of the two
transmission schemes, which are depicted in Fig. 5 and Fig. 6,
respectively. For both algorithms, the transmit power under
various R̄s values decreases monotonically as the number
of iterations increases. Furthermore, the proposed algorithms
converge in three iterations for the TDMA scheme and
9 to 10 iterations for the SDMA scheme, which validates
that the proposed algorithms can achieve fast convergence.
A few iterations are sufficient to achieve a large portion of the
converged transmit power, demonstrating the proposed algo-
rithms’ effectiveness and potential to be applied in practical
scenarios.

Fig. 5. Transmit power vs. Iteration number for TDMA transmission scheme,
K = 2, M = 3, M2 = 2, R̄c = 0.2 bit/s/Hz.

Fig. 6. Transmit power vs. Iteration number for SDMA transmission scheme,
K = 2, M = 3, M2 = 2, R̄c = 0.5 bit/s/Hz.

Fig. 7. Total power consumption vs. R̄c, K = 2, M = 3, M2 = 2.

Next, the total power consumption versus the micro user’s
minimum transmission rate requirement R̄c is plotted for
different schemes with K = 2,M = 3 in Fig. 7 and
K = 3,M = 4 in Fig. 8. As shown in these figures, the
total power consumption increases as R̄c increases for the
SDMA scheme and TDMA scheme. When R̄c is low, for
example, R̄c ≤ 0.3 bit/s/Hz, the TDMA scheme is slightly
better than the SDMA scheme, but the performance gap is
negligible. When R̄c is high, the SDMA scheme presents
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Fig. 8. Total power consumption vs. R̄c, K = 3, M = 4, M2 = 3.

Fig. 9. Total power consumption vs. R̄s, K = 3, M = 4, M2 = 3.

Fig. 10. Total power consumption vs. Number of reflective elements,
K = 3, M = 4, M2 = 3, R̄c = 0.35 bit/s/Hz.

much better performance over the TDMA scheme. Hence,
when the rate requirement of micro users is not stringent,
we choose the TDMA transmission scheme to serve the
micro users one by one, while SDMA is preferable when the
requirement is strict. In addition, the proposed TDMA and
SDMA schemes significantly outperform the C-SCN scheme.
By employing the RIS in the SCN to serve multiple micro
users, the total power consumption of the RIS-based SCN
becomes drastically lower than the conventional SCN. For
instance, when R̄c = 0.5 bit/s/Hz, the power consumption of

the SDMA scheme, TDMA scheme, and C-SCN scheme are
84.37 W, 90.58 W, and 110.9 W, respectively. With K = 2,
the reduction ranges of total power consumption in the SDMA
scheme and TDMA scheme are 24 percent to 29 percent
and 18 percent to 29 percent, respectively, compared to the
C-SCN scheme. With K = 3, the reduction ranges are
25 percent to 30 percent and 1 percent to 32 percent. These
results verify that introducing the RIS into the SCN to serve
multiple micro users is a promising technique to reduce the
total power consumption and realize more energy-efficient
communication. Furthermore, comparing Fig. 7 and Fig. 8,
we observe that the total power consumption of the TDMA
scheme with three micro users increases faster than that of the
TDMA scheme with two micro users. This can be explained
as follows. The transmission rate requirement of each micro
user under the TDMA scheme is scaled up by K due to the
reduction in transmission time. A larger K value will lead to
a more stringent rate requirement for micro users under the
TDMA scheme. In contrast, the performance of the SDMA
scheme is not affected by K as much as the TDMA scheme.

In Fig. 9, we study the impact of the macro user rate
requirement R̄s on the performance of different transmission
schemes. It is seen from this figure that the total power con-
sumption achieved by all the transmission schemes increases
as R̄s increases, because more power is required to support
faster data transmission. In addition, for the three transmission
schemes, a higher R̄c calls for higher total power consumption.
Again, the TDMA scheme and SDMA scheme both outper-
form the C-SCN scheme. We also observe that the total power
consumption of the C-SCN scheme increases more rapidly
than those of the TDMA and SDMA schemes.

Fig. 10 plots the total power consumption versus the number
of reflective elements. As expected, with the increase in the
number of reflective elements, the total power consumption
of the proposed scheme decreases since a larger degree of
freedom can be utilized to optimize the system. When N is
not large, for instance, N = 16, the power saving benefit by
deploying the RIS cannot be ensured. When N is larger than
48, the total power consumption of the proposed RIS-based
SCN is lower than that of the conventional SCN, which shows
the benefit in power saving by deploying the RIS instead of
an mBS. Meanwhile, the total power consumption approaches
a constant value when N is sufficiently large.

VI. CONCLUSION

In this paper, we have proposed a novel RIS-based SCN
by replacing the mBS in the SCNs with the RIS. Compared
with deploying mBSs, the proposed system can achieve higher
energy efficiency since the RIS transmits messages by reflect-
ing the incident signal passively. The interference challenge
faced by the conventional SCN can also be solved since
the interference relationship is transformed to a mutualistic
one. The SDMA and TDMA transmission schemes have been
developed to support multi-user information transmission.
A joint beamforming and phase shifts design problem has been
formulated to minimize the total power consumption under
the user transmission rate and phase shift constraints. For the
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two problems under SDMA and TDMA transmission schemes,
alternating optimization algorithms have been proposed to
solve two subproblems iteratively, one to optimize the phase
shifts and the other to optimize the beamforming vector.
Simulation results have shown that the power consumption can
be reduced significantly by deploying the RIS, which validates
the advantages of the RIS-based SCN and the effectiveness of
the proposed algorithms.
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