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Abstract

This report addresses the summary of chaos synchronization on systems as
well as networks via various synchronization techniques which are commonly ap-
plied. For the system synchronization, multiple methods of controller design are
presented to achieve chaos synchronization of systems; in addition, generalized
synchronization is considered to handle the synchronization among systems with
different orders. For the network synchronization, basic model constructions are
introduced, which lead to the techniques of complete or cluster synchronization.
The numerical simulations are also provided to support the theoretical analysis for
each application.
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Chapter 1

Introduction

There are many real-world applications depending on chaotic behaviors. Either
chaotic systems or chaotic networks exist in all fields of sciences and humanities,
for instance, laser systems, electrical power grids, cellular and metabolic networks,
etc. Moreover, many real systems in nature, such as biological and social systems
can be described by various chaotic models of complex networks. All of these can
also be extended by introducing dynamical elements into the network nodes, and
many of these large-scale complex dynamical networks display a collective syn-
chronization motion. In general, there are three categories for synchronization:
complete synchronization, partial synchronization and generalized synchroniza-
tion. As a result, chaos synchronization has been the considerable interest within
science and technology communities. For instance, chaos synchronization of hori-
zontal platform system[3], synchronization of fractional order chaotic systems [4],
synchronization of the unified chaotic system [5-6],etc.

Generally speaking, the synchronization process can be achieved between so-called
drive and response systems (networks), while by designing controllers (u) attached
to response system (network) and by determining topological connection (i.e., cou-
pling matrix). Mostly, the synchronization model could be simply constructed as
follows:

ẋ = f(x)

ẏ = g(y) + u(x, y)
(1.0.1)

ẋi = f(xi) +
N∑
j=1

cijΓxj, i = 1, 2, ..., N

ẏi = g(yi) +
N∑
j=1

cijΓyj + ui, i = 1, 2, ..., N

(1.0.2)
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for systems and networks respectively; where the error systems (networks) are de-
fined directly as: e = x − y. Meanwhile, synchronization is one of the stability
problems, hence techniques of solving Lyapunov function will be heavily use in the
theoretical analysis.

Constructively, this report provides a comprehensive overview of various synchro-
nization patterns demonstrated by several specific chaotic systems and networks.
Our contribution on this topic basically lies in the combinatorial aspect of the
synchronization types; therefore the chapters are going to be divided into four ma-
jor aspects: system complete synchronization, system generalized synchronization,
network complete synchronization and network cluster synchronization. For each
section, we will propose by model construction, theoretical analysis and numerical
simulations.
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Chapter 2

System Complete
Synchronization Techniques

2.1 Global Synchronization with Linear Feedback

Control

It is well-known that Chua’s system is the first analog circuit to realize chaos in
experiments.It is a simple electronic circuit that exhibits classic chaos behavior and
an autonomous circuit made from standard components(resistor,capacitors,inductors),
which must satisfy three criteria to display chaotic behavior: one or more nonlin-
ear elements;one or more locally active resistors; and three or more energy-storage
elements.The general Chua’s system is defined as:

ẋ = p(y − x− g(x))

ẏ = x− y + z

ż = −qy
(2.1.1)

where x, y, z ∈ R are state variables representing voltage cross capacitors and
electric current in the inductor; g(x) = Gbx + 1

2
(Ga − Gb)(|x + E| − |x − E|)

describes the electrical response of nonlinear resistor, Ga, Gb, E are constants; p >
0, q > 0 are determined by particular value of circuit components. In particular,
we consider the new Chua’s system where g(x) = x

√
sin(x) + |x|, and the chaotic

behavior will exhibit when choosing p=11,q=14.87:

ẋ = p(y − x− x
√
sin(x) + |x|)

ẏ = x− y + z

ż = −qy
(2.1.2)
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phase potrait.jpg

Figure 2.1: Phase Portrait of Chua’s system

Based on the new Chua’s system (2.1.1), its response system and error system can
be described as:

ẋ2 = p(y − 2− x2 − x2

√
sin(x2) + |x2|) + u1

ẏ2 = x2 − y2 + z2 + u2

ż2 = −qy2 + u3

(2.1.3)

where ui(i = 1, 2, 3) is feedback control input which satisfies ui(0, 0, 0) = 0.

ėx = p(ex + ey − f(ex)) + u1

ėy = ex − ey + ez + u2

ėz = −qey + u3

(2.1.4)

Theorem 2.1.1. If the following linear controller is added to the error system
(2.1.4), u1 = −pσxex, u2 = u3 = 0 where σx is any parameter given beforehand
such that σx > 2. Then, the zero solution of system (2.1.4) is globally exponentially
stable.
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Theorem 2.1.2. If the following linear controller is added to the error system
(2.1.4), u1 = −pδxex, u2 = −δy, u3 = 0 where δxandδy is any parameter given
beforehand such that δx > 1andδy >

1
δx−1
− 1. Then, the zero solution of system

(2.1.4) is globally exponentially stable.

Both theorems above provide us the construction of linear controller; the proofs
are pretty similar, thus the proof of Theorem 1.1.1 will be presented:

Proof of Theorem 1.1.1:
Consider the following positive definite and radially unbounded Lyapunov func-

tion:

V1 =
1

p
e2
x + e2

y +
1

q
e2
z − εeyez = eTG1e (2.1.5)

where

G1 =

 1
p

0 0

0 1 −ε/2
0 −ε/2 1

q


Let λm(G1)andλM(G1) be the minimum and maximum eigenvalues of G1, respec-
tively. Then:

λm(G1)(e2
x + e2

y + e2
z) ≤ V1 ≤ λM(G1)(e2

x + e2
y + e2

z) (2.1.6)

Also, g(x) = x
√
sin(x) + |x| can be showed to be a strictly monotonically increas-

ing function to obtain 0 ≤ exf(ex) <∞.
Differentiating V1 with respect to time:

V̇1 = eTG2−2exf(ex) ≤ eTG2 ≤ λM(G2)
λM(G1)

λm(G1)
(e2
x + e2

y + e2
z) ≤ λM(G2)

λM(G1)

V 1

(2.1.7)
where

G2 =

 2(1− σx) 2 −ε/2
2 εq − 2 ε/2
−ε/2 ε/2 −ε


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In order to ensure G1, G2 are positive definite and negative definite respectively,
the following inequalities have to be satisfied:

ε > 0

ε <
8

4q + 1

σx >
64− 16ε+ ε2

64− 32εq − 8ε
+ 1 +

ε

8

(2.1.8)

which leads to 0 < ε ≤ 1, σx > 2.

Then it holds that V1(t) ≤ V1(t0)eλM (G2)
λM (G1)

(
t−t0) and

e2
x+e

2
y+e

2
z ≤

V1(t)
λm(G1)

≤ V1(t0)
λm(G1)

e
λM (G2)

λM (G1)
(t−t0) ≤ λM (G1)

λm(G1)
(e2
x(t0) + e2

y(t0) + e2
z(t0))e

λM (G2)

λM (G1)
(t−t0)

.

Consequently, e2
x, e

2
y, e

2
z converge to zero exponentially, thus systems (2.1.2) and

(2.1.3) are globally exponentially synchronized.

Figure 2.2: Error system with linear controller in Theorem 1.1.1
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Figure 2.3: Error system with linear controller in Theorem 1.1.2
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2.2 Global Synchronization with Decoupling Feed-

back Control

For the error system (2.1.4), a decoupling feedback controller will be introduced
to realize global exponential synchronization. Since g(x) is strictly monotonically
increasing and g(x2)− g(x1) = k(x1, x2)(x2−x1), then k(x1, x2) ≥ 0 and the error
system becomes:

ėx = p(ex + ey − k(x1, x2)(ex)) + u1

ėy = ex − ey + ez + u2

ėz = −qey + u3

(2.2.1)

Theorem 2.2.1. Choose γx > p > 0, apply feedback u1 = −γxex to the first
equation of error system above and cross-feedback u2 = −ex to the second equation,
let u3 = 0. Then, the zero solution of system (2.2.1) is globally exponentially stable,
so that systems (2.1.2) and (2.1.3) are globally exponentially synchronized.

Proof. After applying the controller in Theorem 2, system (2.2.1) becomes:

ėx = p(ex + ey − k(x1, x2)(ex))− γxex
ėy = −ey + ez

ėz = −qey
(2.2.2)

then the eyandez realize decoupling with ex and their coefficient matrix is Hurwitz,
thus their zero solution is globally exponentially stable (i.e there exist two positive
constants α, β > 0 such that |ey| ≤ βe−αt,|ez| ≤ βe−αt.

Nest, construct a raidally unbounded and positive definite Lyapunov function
|ex| for the first equation of (2.2.2), and computing the up-right-hand Dini deriva-
tive of |ex| along the trajectory of the first equation of system (2.2.2), one has:

D+|ex| ≤ (p− pk(x1, x2)− γx)|ex|+ p|ey| ≤ (p− γx)|ex|+ p|ey| (2.2.3)

and compare it with the following:

ξ̇ = (p− γx)ξ + p|ey| (2.2.4)

then it is easy to obtain the estimation solution of (2.2.4):

|ξ(t)| ≤ |ξ(0)|e(p−γx)t+

∫ t

0

e(p−γx)(t−τ)p|ey(τ)|dτ ≤ |ξ(0)|e(p−γx)t+pβe(p−γx)t

∫ t

0

e(p−γx−α)τdτ

(2.2.5)
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If −p+ γx − α = 0, then |ξ(t)| ≤ |ξ(0)|e(p−γx)t; if −p+ γx − α > 0, it holds that:

|ξ(t)| ≤ |ξ(0)|e(p−γx)t+pβe(p−γx)t e(−p+γx−α)t−0

−p+ γx − alpha
≤ (|ξ(0)|+ pβ

−p+ γx − α
)e−min(α,−p+γx)t

(2.2.6)
Finally, by comparting (2.2.6) with the theorem in [Liao,2010], we can conclude

the zero solution of (2.2.2) is globally exponentially stable; thus systems (2.1.2)
and (2.1.3) are globally exponentially synchronized.

Figure 2.4: Error system by decoupling feedback
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2.3 Global Synchronization with Adaptive Con-

trol

In general, the parameters p and q in system (2.1.2) are uncertain, thus the fol-
lowing response system is considered:

ẋ2 = p̂(y − 2− x2 − x2

√
sin(x2) + |x2|) + u1

ẏ2 = x2 − y2 + z2 + u2

ż2 = −q̂y2 + u3

(2.3.1)

where p̂ and q̂ are the estimates of the uncertain p and q. Let p̄ = p̂ − p and
q̄ = q̂ − q, then the error system of (2.1.2) and (2.3.1) as follows:

ėx = p̂(ex + ey − x2

√
sin(x2) + |x2|+ x1

√
sin(x1) + |x1|) + p̄(x1 + y1 − x1

√
sin(x1) + |x1|) + u1

ėy = ex − ey + ez + u2

ėz = −q̂ey − q̄y1 + u3

(2.3.2)

Theorem 2.3.1. If the following adaptive controller is added to the error system
(16):

u1 = −p̂(ex + ey − x2

√
sin(x2) + |x2|+ x1

√
sin(x1) + |x1|)− ex

u2 = −ex − ez
u3 = q̂ey − ez
˙̂p = ˙̄p = −ex(x1 + y1 − x1

√
sin(x1) + |x1|)

˙̂q = ˙̄q = ezy1

(2.3.3)

then the equilibrium points of system (2.3.2) with adaptive control law (2.3.3) are
globally asymptotically stable. And thus, the systems (2.1.2) and (2.3.1) are globally
synchronized. Also, the parameter estimates p̂ and q̂ converge to p and q as t tends
to infinity respectively.
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Proof. Applying the same technique, the Lyapunov function candidate is con-
structed as follows:

V =
1

2
(e2
x + e2

y + e2
z + p̄2 + q̄2) (2.3.4)

then take the derivative of it:

V̇ =ex(p̂(ex + ey − x2

√
sin(x2) + |x2|+ x1

√
sin(x1) + |x1|+ u1))

+ ey(ex − ey + ez + u2)

+ ez(−q̂ey + u3)− q̂(ezy1 − ˙̂q)

+ p̄(ex(x1 + y1 − x1

√
sin(x1) + |x1|) + ˙̄p)

= −e2
x − e2

y − e2
z ≤ 0

(2.3.5)

By using LaSalle-Yoshizawa Theorem, all the equiliburim points of the closed loop
systems are globally stable. Moreover, the error system (2.3.2) converges to zero,
and systems (2.1.2) and (2.3.1) are globally synchronized.

Figure 2.5: Error system with adaptive controller
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converge.jpg

Figure 2.6: Convergence of p̄ and q̄

(*)Notice that based on the simulation, the values of p̄ and q̄ are converging to cer-
tain value (i.e zero) as time increases; however, p̄ and q̄ seems not always converge
to zero with different choice of estimator p̂ and q̂.
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2.4 Global Synchronization with Time Delay

Based on the general Chua’s system (with g(x)) and its response system (with
ḡ(x)), the delay synchronization controller can be constructed as follows:

u1 = p(ḡ(x2)− g(x1)− ex(t)) + ex(t− τ)

u2 = ex(t)
(2.4.1)

then the error system can be described as:

ėx = pey(t)− 2pex(t)− ex(t− τ)

ėy = −ey(t) + ez(t)

ėz = −qey(t)
(2.4.2)

Lemma 2.4.1. The linear system of ODE’s Ė(t) = AE(t) + BE(t − τ) with
A,B ∈ Rnxn is asymptotical stable if and only if the matrix A+B is Hurwitz and
the matrix C(s) = sI − (I − τ∆(s)B)−1(A + B) is nonsingular for all s, where
∆(s) = e−sτ−1

sτ
.

Theorem 2.4.2. Under the delay synchronization controller, the error function
E = (ex, ey, ez)

T between the drive and response systems satisfies ‖U−1E‖2 → 0
(i.e asymptotical synchronization) if and only if F (σ, τ) 6= 0) for all σ > 0 and
e−2στ ≥ σ2, where the function F (σ, τ) is define by:

F (σ, τ) =|σeστ + cos(τ
√
e−2στ − σ2)|

+ |e−2στ − σ2 − e−στsin(τ
√
e−2στ − σ2)|

(2.4.3)

Proof. Notice system (2.4.2) can be written in a concise form as:

A =

 −2 p 0
0 −1 1
0 −q 0



B =

 −1 0 0
0 0 0
0 0 0


Then we can obtain A+B and all its eigenvalues with negative real part, thus
Hurwitz with any q¿0. Choosing

β(s) =

 −3
1+τ∆(s)

p
1+τ∆(s)

0

0 −1 1
0 −q 0


13



and its eigenvalues are λ1 = −3
1+τ∆(s)

,λ2 = −1
2
(1 +

√
1− 4q) and λ3 = −1

2
(1 −√

1− 4q). Clearly, for any s with positive real part, it holds s 6= λ2,3. Then let
lambda1 = 3s and s = σ + iω we have:

s+ e−sτ − 1 = −1⇔ s+ e−sτ = 0

⇔σeστ = −cosωτ
ω = e−στsin(ωτ)

(2.4.4)

Finally we can eliminate ω by using sin2(ωτ) + cos2(ωτ) = 1, which is ω2 + σ2 =
e−2στ ⇒ ω = ±

√
e−2στ − σ2), and substitute into (2.4.4):

σeστ = −cos(τ
√
e−2στ − σ2)

e−2στ − σ2 = e−στsin(τ
√
e−2στ − σ2)

(2.4.5)

and this is equivalent to F (σ, τ) = 0.
For a given τ > 0, g(σ) = e−2στ − σ2 is a decreasing function of σ and g(0)=1,

thus it has a unique positive root σ∗(τ). Hence, the condition F (σ, τ) 6= 0 only
needs to be checked for σ ∈ [0, σ∗(τ)]. However, there do not exist σ such that
F (σ, τ) = 0 when τ = 0.5, 2and4. Consequently, the delay controller synchronizes
drive and response systems asymptotically.

Figure 2.7: Error system with τ = 0.5
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Figure 2.8: Error system with τ = 2

Figure 2.9: Error system with τ = 4
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2.5 Global Robust Adaptive Synchronization

Instead of the synchronization among identical systems, a robust adaptive syn-
chronization method is considered to deal with the external perturbation on the
response system. Here, we will implement this method on the hyperchaotic finance
system, then transfer to the New Chua’s system.

Consider the hyperchaotic finance system and its response system described by:

ẋm = fm(xm) +Gm(xm)θ (2.5.1)

ẋs = fs(xs) +Gs(xs)θ + ds(xs, t) + u (2.5.2)

where fs and Gs are know maps, ds is an unknown disturbance and θ is an unknown
parameter vector. Then we can obtain the error system:

ė = fs − fm + (Gs −Gm)θ + ds + u (2.5.3)

Remark. From the formulation above, the New Chua’s system can be imple-
mented without consideration of Gs and θ; also for simplification, fs and fm are
considered to have similar structure. However, these nonlinear mappings can be
unrelated.

Theorem 2.5.1. Consider the systems (2.5.1) and (2.5.2), which satisfies ‖ds(x, t)‖ ≤
ds0, (ds0 ≤ d̄s, both positive constants; and ‖θ‖ is upper bounded by a known positive
constant θ̄. The control law

u = −Ae− (fs − fm)− (Gs −Gm)θ̂ + ur (2.5.4)

with
ur = − γ3e

λmin(K)[‖e‖+ γ1e−γ0t]
(2.5.5)

˙̂
θ = −γθ[γ2‖e‖θ̂ + (Gs −Gm)TKe] (2.5.6)

where ATP + PA = Q, -A is Hurwitz, P = P T > 0,Q¿0,K = P + P T ,γ0 ≥
0,γ1, γ2, γθ > 0, γ3 = 2‖K‖F d̄0 + γ2θ̄

2,γ4 = λmin(Q), then systems (2.5.1) and
(2.5.2) synchronize.

Proof. Consider the Lyapunov function candidate:

V = eTPe+
1

2
θ̃Tγ−1

θ θ̃ (2.5.7)

16



where θ̃ = θ̂ − θ. Then take the derivative of V:

V̇ =ėTPe+ eTP ė+ ˙̃θTγ−1
θ θ̃

= −eTQe+ eTK(ur + ds)− γ2‖e‖θ̃T θ̂
(2.5.8)

Letting θ̃T θ̂ = 1
2
(θ̃2 + θ̂2 − θ2) implies:

V̇ ≤ −γ4‖e‖2 − γ2

2
‖θ̃‖2‖e‖+

γ3

2
‖e‖ − γ3‖e‖2

‖e‖+ γ1e−γ0t

≤ −‖e‖(γ4‖e‖+
γ2

2
‖θ̃‖2 − 3γ3

2
)

(2.5.9)

Hence V̇ ≤ 0 as long as ‖e‖ ≥ 3γ3
2γ4
≡ αe or ‖θ̃ ≥ 3γ3

γ2

0.5 ≡ αθ̃. Thus, e(t) and θ̃(t)

are uniformly bounded. Moreover, define a region Ω = {e|‖e‖ ≤ γ1e
−γ0t}, then in

case ‖e‖ > γ1e
−γ0t, we have V̇ ≤ −γ4‖e‖2. Since V is bounded from below and

non-increasing with time, we have:

lim
t→∞

∫ t

0

‖e(τ)‖2dτ ≤ V (0)− V∞
γ4

<∞ (2.5.10)

where limt→∞ V (t) = V∞ < ∞. In addition, with the bounds on e, θ̃,d and
ur, ė is also bounded, thus V̇ is uniformly continuous. By Barbalat’s Lemma,
limt→∞ e(t) = 0 for all e ∈ Ωc. In general, limt→∞ e(t) = 0 holds in the large with
expanding Ω set.

Figure 2.10: Error system with robust adaptive controller

Here, we apply the disturbance to the response New Chua’s system, the error
system converges to zero solution as expected.
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2.6 Global Synchronization with Nonlinear Con-

trol

Consider the following three-dimensional autonomous system which displays two
chaotic attractors simultaneously:

ẋ = − ab

a+ b
x− yz + c

ẏ = ay + xz

ż = xy + bz

(2.6.1)

where a,b,c are real constants, a + b 6= 0, and x,y,z are state variables. Also the
system is chaotic for the parameters a = −10,b = −4 and |c| < 19.2.

Then we can construct the master and slave systems respectively:

ẋm = − ab

a+ b
xm − ymzm + c

ẏm = aym + xmzm

żm = xmym + bzm

(2.6.2)

ẋs = − ab

a+ b
xs − yszs + c+ u1

ẏs = ays + xszs + u2

żs = xsys + bzs + u3

(2.6.3)

where ui, i = 1, 2, 3 are nonlinear controllers which are designed to make sure above
two systems can be synchronized.

Moreover, the error system can be derived as the following:

ė1 = −βe1 − yse3 − zme2 + u1

ė2 = zme1 + ae2 + xse3 + u2

ė3 = be3 + xse2 + yme1 + u3

(2.6.4)

where β = ab
a+b

;e1 = xs − xm,e2 = ys − ym,e3 = zs − zm

18



Theorem 2.6.1. Systems (2.6.2) and (2.6.3) will approach global and exponential
asymptotical synchronization for any initial condition with the following control
law:
1.u1 = (β − 1)e1, u2 = e1e3 − 2xse3, u3 = 0
2.u1 = (β − 1)e1, u3 = e1e2 − 2xse2, u2 = 0

Proof. For both cases, we select the Lyapunov function as V (t) = 1
2
(e2

1 +

e2
2 + e2

3), then we obtain the derivative of the Lyapunoc function as V̇ (t) =
−e2

1 + ae2
2 + be2

3 for both conditions. Choosing α = min(1,−a,−b) > 0, then
V̇ (t) ≤ −α(e2

1 + e2
2 + e2

3) = −2αV (t), which yields V (t) ≤ V (0)e−2αt. Therefore,
the result implies that limt→∞ei = 0, i = 1, 2, 3; in other words, systems (2.6.2)
and (2.6.3) achieve global and exponential asymptotical synchronization.

In the numerical simulation, we set (3,4,2) and (5,-5,1) as the initial conditions
of master and slave systems respectively; also we choose a=-10,b=-4 and c=15 to
maintain the chaotic behaviors. Based on the graphs, the error system converges
to zero solution after a short period of time, independent of initial conditions
of master and slave systems. Thus, the nonlinear controllers are valid for chaos
synchronization.
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Figure 2.11: Error systems with type 1 controller

Figure 2.12: Error systems with type 2 controller
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2.7 Global Synchronization with Sliding Mode

Control

Consider the unified chaotic system:

ẋ = (25α + 10)(y − x)

ẏ = (28− 35α)x+ (29α− 1)y − xz

ż = xy − (
8 + α

3
)z

(2.7.1)

where α ∈ [0, 1]. If α ∈ [0, 0.8), above system is called the general Lorenz system;
if α = 0.8, above system is called the general Lü system; if α ∈ [0.8, 1], above
system is called the general Chen system.

Thus we obtain the master and slave systems respectively:

ẋm = (25α + 10)(ym − xm)

ẏm = (28− 35α)xm + (29α− 1)ym − xmzm

żm = xmym − (
8 + α

3
)zm

(2.7.2)

ẋs = (25α + 10)(ys − xs)
ẏs = (28− 35α)xs + (29α− 1)ys − xszs + u1 + ∆f1(xs, ys, zs, p)

żs = xsys − (
8 + α

3
)zs + ∆f2(xs, ys, zs, p)

(2.7.3)

where p ∈ R is the external perturbation; ∆f1 and ∆f2 are the uncertainties
including parameter uncertainty and external perturbation applied to the slave
system. In general,

‖∆f‖ = ‖
(

∆f1

∆f2

)
‖ ≤ β1‖

 xs
ys
zs

 ‖+ β2 (2.7.4)

where β1 and β2 are positive.
As usual, we have the error system:

ė1 = (25α + 10)(e2 − e1)

ė2 = (28− 35α)e1 + (29α− 1)e2 − xse3 − zme1 + u1 + ∆f1

ė3 = −(
8 + α

3
)e3 + xse2 + yme1 + u2 + ∆f2

(2.7.5)

Alternatively, we can rewrite the error system as the form:

ė = Ae+Bf +Bu+B∆f (2.7.6)
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where e = (e1, e2, e3)T ,u = (0, u1, u2)T ,∆f = (0,∆f1,∆f2)T , and

A =

 −(25α + 10) (25α + 10) 0
(28− 35α) (29α− 1) 0

0 0 −8+α
3

 , B =

 0 0
1 0
0 1

 , f =

 0
−xse3 − zme1

xse2 + yme1


In order to use a sliding mode control method for synchronization successfully,

we require two basic steps:

1. Selecting an appropriate switching surface so that the sliding motion is sta-
ble and ensures the error system converges to zero as time increasing.
2. Establishing a robust control law which guarantees the existence of the sliding
manifold s(t) = 0 within the consideration of parameter uncertainty and external
perturbation. (i.e., p and ∆f)

First of all, the proportional-integral switching surface is defined as:

s = Ce−
∫ t

0

(CA+ CBK)e(τ)dτ (2.7.7)

where s ∈ R2×1,C ∈ R2×3 and K ∈ R2×3; C is chosen such that CB 6= 0 (CB is
singular) and K is chosen such that λmax(A+BK) < 0 (A+BK is stable).

According to [16,17], then we can obtain the equivalent control ueq(t) in the
sliding manifold by differentiating (2.7.7) with respect to time and substituting
form (2.7.6):

ṡ = Cė− (CA+ CBK)e = CAe+ CBf + CBueq + CB∆f − CAe− CBKe
= CB(ueq + f + ∆f −Ke) = 0

(2.7.8)

Since CB is nonsingular, the equivalent control ueq in the sliding mode is ueq =
Ke− f −∆f ; substitute it back to (2.7.6), we obtain:

ė = Ae+Bf +BKe−Bf −B∆f +B∆f = (A+BK)e (2.7.9)

From the above result, notice that the system is insensitive to parameter uncer-
tainty and external perturbation (i.e., the controlled system is robust).

Next, introduce Lemma 1.7.1 which indicates the reaching condition of the
sliding mode:

Lemma 2.7.1. The motion of the sliding mode is asymptotically stable, if the
following reaching condition is held: sT (t)ṡ(t) < 0.
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To achieve the reaching condition indicated in Lemma 1.7.1, a control law is
proposed as:

u = Ke− γ(CB)−1[‖CB‖(‖f‖+ β1‖Xs‖+ β2)]sign(s) (2.7.10)

where γ is an arbitrarily constant lager than 1, and Xs = (xs, ys, zs)
T . In order

to ensure this control law can derive the error dynamics (2.7.6) onto the sliding
manifold s(t) = 0, the following theorem is introduced:

Theorem 2.7.2. The reaching condition sT (t)ṡ(t) < 0 of the sliding mode is
satisfied, if the control u(t) is given by (2.7.10).

Proof. Substituting (2.7.6) and (2.7.10) into sT (t)ṡ(t), we have:

sT ṡ = sT [CBf + CBu+ CB∆f − CBKe]
= sT [CBf + CBKe− γ[‖CB‖(‖f‖+ β1‖Xs‖+ β2)]sign(s)

+CB∆f − CBKe]
≤ −γ[‖CB‖(‖f‖+ β1‖Xs‖+ β2)]sT sign(s)

+‖CB‖(‖f‖+ ‖∆f‖)‖s‖

(2.7.11)

Moreover, since γ > 1 and sT sign(s) = |s1| + |s2| ≥ ‖s‖ =
√
s2

1 + s2
2, we have

sT ṡ ≤ (1− γ)[‖CB‖(‖f‖+ β1‖Xs‖+ β2)]‖s‖ and sT (t)ṡ(t) < 0 is always satisfied.

In order to verify the analytic results of sliding mode, by using the RK4 method,
we simulate the case when the system operates in the sliding mode with the e-

quivalent controller ueq(t). We choose α = 0.8 and K ==

(
−32.2 4 0

0 0 0.6667

)
so that λmax(A+BK) = −2 < 0; also we use the same initial conditions, (1.5,2,1)
and (-1,-5,-10) for master and slave system respectively. As a result, based on the
graphs above, observe that the error system converges to zero as time increasing,
which guarantees the synchronization of the unified chaotic system. Furthermore,
the controller ueq involves both the consideration of the parameter uncertainty and
external perturbation, it is efficient with the occurrence of the sliding motion.
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Figure 2.13: Synchronization errors between network (2.7.2) and (2.7.3)
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2.8 Global Synchronization with Impulsive Con-

trol

Notice that the adaptive controller is activated all the time during the whole syn-
chronization process, now we consider an impulsive controller [8] which allows itself
to activate when it is needed instead of running all the time. We continue using
the unified chaotic system to demonstrate.

Based on the unified chaotic system, there exists three equilibrium points:
E1 = (0, 0, 0)T ,E2 = (β, β, η)T ,E3 = (−β, β, η)T , where β =

√
(8 + a)(9− 2α) and

η = 27−6α. If we denote the equilibrium points as (y0
1, y

0
2, y

0
3)T , then we can apply

the transformation xi = yi − y0
i , i=1,2,3. Therefore, we can rewrite the unified

chaotic system as the form: ẋ = Ax+ Φ(x), where

A =

 −(25α + 10) 25α + 10 0
28− 35α− y0

3 29α− 1 −y0
1

y0
2 y0

1 −α+8
3


and

Φ(x) =

 0
−x1x3

x1x2


From here, we introduce an impulsive controller to stabilize the equilibrium points,
which described by:

ẋ = Ax(t) + Φ(x(t)) +
∞∑
k=1

δ(t− τk)Bkx(t) (2.8.1)

where δ(.) is the Dirac delta function, the time sequence τk satisfies 0 = τ0 <
... < τk < τk+1..., limk→∞τk = ∞, and Bk is a 3 × 3 constant matrix for each
k ∈ Z+ = 1, 2, ..., n, n+ 1, ....

According to the above construction, we can derive the driving system: ẏ =
Ay + Φ(y) where

A =

 −(25α + 10) 25α + 10 0
28− 35α− y0

3 29α− 1 −y0
1

0 0 −α+8
3


and

Φ(x) =

 0
−y1y3

y1y2


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and the driven system which the impulsive controller involved:

˙̃y = Aỹ(t) + Φ(ỹ(t)) +
∞∑
k=1

δ(t− τk)Bk(ỹ(t)− y(t)) (2.8.2)

where all the parameters remain the same as defined previously.

If we apply integration from τk − h to τk + h for both sides of ẋ = Ax(t) +
Φ(x(t)) +

∑∞
k=1 δ(t − τk)Bkx(t) then as h → 0+, by the properties of Dirac delta

function, we have the following x(τ+
k ) − x(τ−k ) = Bkx(τk). Moreover, by the

assumption of xi(t) = limt→τ−k
xi(t) and the definition of the Dirac delta function,

ẋ(t) can be rewritten as:

ẋ(t) = Ax(t) + Φ(x(t)), t 6= τk

x(t+)− x(t) = Bkx(t), t = τk
(2.8.3)

Thus, similar technique can be applied to the driven system ỹ:

˙̃y = Aỹ + Φ(ỹ), t 6= τk

∆ỹ = Bk(ỹ(t)− y(t)), t = τk
(2.8.4)

Finally, the error system can be expressed as follows:

ė = Ae+ Ψ(y, ỹ), t 6= τk

∆ỹ = Bke, t = τk
(2.8.5)

where the synchronization error is e = (ỹ1 − y1, ỹ2 − y2, ỹ3 − y3)T and Ψ(y, ỹ) =

Φ(ỹ)− Φ(y) =

 0
y1y3 − ỹ1ỹ3

ỹ1ỹ2 − y1y2

.

Remark.
According to Theorem 3 and Theorem 10 in [8], they ensure the globally asymp-

totical stability under the construction of impulsive controller, and their proof can
be illustrated by solving D+V (t), t ∈ (τk−1, τk], k = 1, 2, ... where the piecewise
continuous auxiliary function V (t, x) = eb(τk−1−t)xT (t)Px(t) for ẋ(t) system and
V (t, x) = eb(τk−1−t)eT (t)e(t) for the error system respectively. Moreover, P is a
3×3 symmetric and positive definite matrix, B can be determined by the two con-
ditions in Theorem 3; in addition, according to Corollary 8 in [8], we can obtain the
impulsive interval δ ≤ 1

q−bIn
1
µd

, where q is the largest eigenvalue of (PA+ ATP ),

d is the largest eigenvalue of (I +B)T (I +B),µ > 1, and b ≥ 0.
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Figure 2.14: Error system (2.8.5)

We assume the initial position at (2,5,9),α = 1,B = diag(−0.86,−0.84,−0.9)
which is obtained by the conditions in Theorem 3 in [8]. Based on the graphs,
the impulsive controller takes effect only at the vertical ”jump” (t = τk); then
the error system converges to zero solution as expected. Therefore, the impulsive
controller is valid for the chaos synchronization.
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2.9 Impulsive Synchronization With Time Delay

Consider the chaos-based communication system which consists of two chaotic
systems at the transmitter and the receiver ends, respectively. At the transmitter
end, we have:

ẋ(t) = Ax(t) + Φ1(x(t)) (2.9.1)

and at the receiver end, we have:

u̇(t) = Au(t) + Φ2(u(t), x(t− r), u(t− r)), t 6= τk

∆u(t) = −Bke(t), t = τk, k = 1, 2, ...
(2.9.2)

where matrices A ∈ Rn×n and Bk ∈ Rn×n; functions Φ1,Φ2 are continuous func-
tions in their respective domain of definition. ∆u(tk) = u(t+k ) − u(t−k ), u(t+k =
limt→tk u(t) for k=1,2,... A typical form of the function Φ2 is:

Φ2(u(t), x(t− r), u(t− r)) = Φ1(u(t)) + FK(x(t− r)− u(t− r)) (2.9.3)

where F ∈ Rn ×Rm,K ∈ Rm ×Rn are constant matrices. The second term in
u̇(t) is known as the delayed feedback control and Bke(t) is called the impulsive
control. Moreover, let e=x-u be the synchronization error, it follows the error
dynamics is given by:

ė(t) = Ae(t) + Ψ(x(t), u(t), x(t− r), u(t− r)), t 6= τk

∆e(t) = Bke(t), t = τk, k = 1, 2, ...
(2.9.4)

where Ψ(x(t), u(t), x(t−r), u(t−r)) = Φ1(x(t))−Φ2(u(t), x(t−r), u(t−r)). Notice
that e=0 is the trivial solution of system (2.9.4), thus the global asymptotical
stability of this trivial solution implies the global synchronization of systems (2.9.1)
and (2.9.2). In addition, we assume that Ψ satisfies the following assumption:

Assumption 2.9.1. For a positive definite matrix P, there exist constant matrices
Di ∈ Rn ×Rm, i.1,2 such that

(x− y)TPΨ(x, y, u, v) ≤ (x− y)TPD1(x− y) + (x− y)TPD2(u− v) (2.9.5)

and introduce the following Lemma:

Lemma 2.9.1. Let γ > 0 and m ∈ C1[J,R+], where J = [a−γ, b),0 < b−a ≤ ∆i.
Assume that there exist constants l > 0 and β ∈ (0, 1) such that m

′
(t) ≤ lm(t)

whenever m(t) ≥ βm(t+ s), s ∈ [−γ, 0]; which is in the spirit of the Razu-
mikhin technique. Also there exists a constant η > 0 such that m(s) < η,s ∈
[a− γ, a),m(a) ≤ βη, and

l∆i + lnβ < 0 (2.9.6)

Then there exists d = d(η), 0 < d < η such that m(t) < η − d,t ≥ a.
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Theorem 2.9.2. Assume that:
(i) there exists a positive definite matrix P and constats αi,i=1,2, with α2 ∈ R+

such that (
ATP + PA+ PD1 − α1P PD2

DT
2 P −α2P

)
≤ 0 (2.9.7)

(ii) there exists a real number β ∈ (0, 1) such that for each k=1,2,...,

(I +BT
k )P (I +Bk)− βP ≤ 0 (2.9.8)

(iii) there exists a positive number τ such that

τk − τk−1 ≤ τ, k = 2, 3, .., and
τ

β
(βα1 + α2) + lnβ ≤ 0 (2.9.9)

Then the trivial solution of system (2.9.4) is globally asymptotically stable, and
systems (2.9.1) and (2.9.2) realize global synchronization.

Proof. Let λ1 = λmin(P ) and λ2 = λmax(P ). Then 0 < λ1 ≤ λ2. For and ε > 0,

choose δ = δ(ε) > 0 so that δ <
√

λ1β
λ2
ε. Let t0 ∈ [τl−1, τl],φ ∈ PC[−r, 0] with

‖φ‖ < δ. Let e(t) = e(t, t0, φ) be any solution of (2.9.4) such that et0 = φ. By the
choice of δ, |e(t0)| = |φ0| < ε, then |e(t)| < ε,t ≥ t0. Define m(t) = eT (t)Pe(t),t ≥
t0 − γ; then for t ∈ [t0− r, t0] we have m(t) ≤ λ2δ

2 < λ1βε
2. For t 6= τk, we obtain

m
′
(t) = e

′T (t)Pe(t) + eT (t)Pe
′
(t)

= eT (t)[ATP + PA]e(t)

+ 2eT (t)PΨ(x(t), u(t), x(t− r), u(t− r))
(2.9.10)

Then by inequality (2.9.5), we obtain

m
′
(t) ≤ eT (t)[AtP + PA+ PD1]e(t)

+ eTPD2e(t− r) + eT (t− r)DT
2 Pe(t)

= [xT (t)XT (t− r)]
(
ATP + PA+ PD1 PD2

DT
2 P 0

)(
x(t)

x(t− r)

) (2.9.11)

By condition (i), m
′
(t) ≤ α1m(t) + α2m(t − r), t 6= τk, which implies if m(t) ≥

βm(t+ s), s ∈ [−r, 0], then

m
′
(t) ≤ 1

β
(βα1 + α2)m(t), t 6= τk (2.9.12)
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When t = τk, by condition (ii)

m(τk) = eT (τ−k (I +BT
k )P (I +Bk)e(τ

−
k ) ≤ βm(τ−k ) (2.9.13)

Based on the Lemma, condition (ii) and (iii) in the Theorem, we have m(t) <
λε2, t ∈ [t0, τl). By condition (iii) we have m(τ l) ≤ βm(τ−l ) < βλ1ε

2. By the
Lemma again gives m(t) < λ1ε, t ∈ [τl, τl+1). By repeating this process, |e(t)| <
ε, t ≥ t0 holds, thus the trivial solution of system (2.9.4) is stable. Moreover, we
need to prove it is also globally attractive.

Let σ > 0 be given. Let e(t) = e(t, t0, φ) be any solution of inequality (2.9.7)

such that ‖φ‖ < σ. Let ε > 0 be sufficiently small so that λ1ε
2 < λ2σ2

β
. Then we

need to show that there exists a T = T (ε) > 0 such that |e(t)| < ε, t ≥ t0 + T .

Also define m(t) = eTPe(t), t ≥ t0 − r, we have m(t) ≤ λ2σ
2 < λ2σ2

β
, t ∈ [t0−r, t0],

which by applying the Lemma yields m(t) < λ2σ2

β
, t ≥ t0 and there exists a d =

d(σ) > 0 such that m(t) < λ2σ2

β
− d, t ∈ [t0, τl).

Let N be the smallest integer for which λ2σ2

β
< λ1ε

2 + Nd. Define T = τ +

(r + τ)(N − 1). Since m(t) ≤ λ2σ2

β
, t ∈ [τl − γ, τl) and m(τl) ≤ βm(τ−l ) ≤ λ2σ

2,

it follows from the Lemma that m(t) ≤ λ2σ2

β
− d, t ∈ [τl, τl+1); thus we have

m(t) ≤ λ2σ2

β
− d, t ∈ [t0, τl+1).

Suppose m(t) ≤ λ2σ2

β
, t ∈ [t0, tk); then m(τk) ≤ βm(τ 1

k ) ≤ β(λ2σ
2

β
− d) < λ2σ

2

and m(t) ≤ λ2σ2

β
− d, t ∈ [τk − γ, τk]; hence by the Lemma, m(t) ≤ λ2σ2

β
− d, t ∈

[τk, τk+1] which shows that m(t) ≤ λ2σ2

β
− d, t ∈ [t0, τk+1]. Therefore by induction,

m(t) ≤ λ2σ2

β
, t ≥ t0.

Let τk1 = infk{τk ∈ [t0 + γ + I,∞)}, then τk1 − r ≥ t0, m(t) ≤ λ2σ2

β
− d, t ∈

[τk1 − r, τk1), and m(τk1) ≤ βm(τ−k1) ≤ β(λ2σ
2

β
− d). Then by the Lemma we have

m(t) < λ2σ2

β
− 2d, t ∈ [tk1 ,∞).

By the definition of τk1 , notice that τk1 ≤ t0 + r + 2τ . Let τk2 = infk{t0 +

2(r + τ),∞)}, then m(t) ≤ λ2σ2

β
− 2d, t ∈ [τk2 − r, τk2) and m(τk2) ≤ βm(τ−k2) ≤

β(λ2σ
2

β
− d). By continuing this process with the Lemma, we obtain m(t) ≤

λ2σ2

β
− Nd, t ∈ [τk1 ,∞), where τkN−1

≤ t0 + τ + (r + τ)(N − 1). This shows that

m(t) ≤ λ1ε
2, t ≥ t0 + T which yields |e(t)| < ε, t ≥ t0 + T . Thus the trivial

solution of system (2.9.4) is also globally asymptotically stable, which indicates
the globally synchronization between systems (2.9.1) and (2.9.2).
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Remark. In condition (i) of the Theorem, the constant α1 > 0 measures the de-
gree of instability of the delay-free system and is determined by the eigenvalues of
the matrix A+ PD1, while α2 is determined by the matrices D2. In condition (ii)
of the Theorem, the constant β measures the amplitude of the control impulses,
the smaller the β the larger the amplitude. And the condition (iii) of the Theorem
characterizes the relationship among the interval length of consecutive impulses
and the other parameters αi,β and the delay length r. If the delay-free system is
stable, then α1 can be a negative constant; in that case, a larger interval length of
consecutive impulses is allowed.

Consider the following Chua circuit

ẋ1 = a1[x2 − h(x1)]

ẋ2 = x1 − x2 + x3

ẋ3 = −a2x2

(2.9.14)

where h(x1) = m1x1 + 1
2
(m0 −m1)(|x1 + a3| − |x1 − a3|).

When a1 = 9,a2 = 14.286,a3 = 1,m0 = −1
7
,m1 = 1.5

7
, we obtain the double

scroll attractor. Chua’s circuit can be rewritten in the form of ẋ(t) = Ax(t) +

Φ1(x(t)) where A =

 −a1m1 a1 0
1 −1 1
0 −a2 0

,

Φ1 =

 −1
2

(m0 −m1)(|x1 + a3| − |x1 − a3|)
0
0

.

Moreover, we choose Φ2 the same as that defined by (2.9.3) with FK=I. Set
the delay r=2, and the impulse matrices Bk = 0.5I for all k=1,2,.... Then the
inequality (2.9.5) and all conditions of the Theorem can be hold with D1 = a1(m1 −m0) 0 0

0 0 0
0 0 0

, D2 = −FK =

 −1 0 0
0 −1 0
0 0 −1

,

P =

 4.825 −1.2816 3.5975
−1.2816 9.4887 −1.2610
3.5975 −1.2610 2.8618


α1 = 4.2,α2 = 0.9,β = 0.25 and τi+1 − τi = τ ≤ 0.1777.
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Figure 2.15: Impulsive synchronization with τ = 0.15

Figure 2.16: Impulsive synchronization with τ = 0.5
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Figure 2.17: Impulsive synchronization with τ = 0.7

The above graphs indicate the behavior of the error systems with impulsive
interval τ=0.15,0.5,0.7 respectively. Notice all conditions in the Theorem are hold
when τ = 0.15, thus its error system converges to zero in a short period of time
as expected and synchronization is realized. Interestingly, conditions (ii) and (iii)
fail to hold when τ = 0.5 > 0.177, but the corresponding error system converges
to zero as well; it suggests the synchronization conditions in the Theorem are
sufficient but not necessary. Moreover, the synchronization fails when τ = 0.7.

33



2.10 Projective Synchronization

Chaos in the economy had made a tremendous impact on market economy, then
the Synchronization of the financial system is one of the related issues, such as the
synchronous development in different countries. Moreover, the economic system is
a high-dimensional nonlinear system, whose chaos is mostly super chaos; therefore,
we construct the projective synchronization of the hyperchaotic financial systems,
which have two or more positive Lyapunov exponents.

Consider the following financial system:
ẋ = z + (y − a)x

ẏ = 1− by − x2

ż = −x− cz
(2.10.1)

where x,y,z represent the interest rate,investment demand,and price index, respec-
tively. The positive parameter a,b,c are the saving,the per-investment cost,and
the elasticity of demands of commercials.

Furthermore, based on the chaotic finance of system (2.10.1), since the factors
affecting the interest rate x also related to the average profit margin ω; therefore,
we consider the improved system which presents hyperchaotic behavior as follows:

ẋ = z + (y − a)x+ ω

ẏ = 1− by − x2

ż = −x− cz
ω̇ = −dxy − kω

(2.10.2)

where a,b,c,d,k are all positive. We focus on the projective synchronization which
two relative chaotic dynamical systems can be synchronous with a desired scaling
factor, thus we rewrite the system (2.10.2) as:

ẋ
ẏ
ż
ω̇

 =


−a 0 1 1
0 −b 0 0
−1 0 −c 0
0 0 0 −k




x
y
z
ω

+


0
1
0
0

+


xy
−x2

0
−dxy

 (2.10.3)

Then we can construct the response system with controller designed for system
(2.10.3) as follows:

ẋs
ẏs
żs
ω̇s

 =


−a 0 1 1
0 −b 0 0
−1 0 −c 0
0 0 0 −k




xs
ys
zs
ωs

+ α[


0
1
0
0

+


xy
−x2

0
−dxy

] + u

(2.10.4)
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where α is a scaling factor and u is the external input control vector.
Denote x = (x, y, z, ω)T , y = (xs, ys, zs, ωs)

T ,and e = (e1, e2, e3, e4)T . Then
define e = y − αx, the error system can be obtained:

ė = Ae + u (2.10.5)

where

A =


−a 0 1 1
0 −b 0 0
−1 0 −c 0
0 0 0 −k

 (2.10.6)

In order to determine the particular controller, the following theorem is intro-
duced:

Theorem 2.10.1. If we design the controller u=Be for the error system (2.10.5),
the they system (2.10.5) is asymptotically stable at the origin, where

B =


k1( b11

k1
) k1(−a1

k2
) k1( 1

k3
− 1

k1
− a2

k3
) k1(−1

k1
− a3

k4
)

k2(a1
k2

) k2( b22
k2

) k2(−a4
k3

) k2(−a5
k4

)

k3(a2
k3

) k3(a4
k3

) k3( b33
k3

) k3(−a6
k4

)

k4(a3
k4

) k4(a5
k4

) k4(a6
k4

) k4( b44
k4

)

 (2.10.7)

where b11 6 a,b22 6 a,b33 6 a,b44 6 a;ai ∈ R(i = 1, 2, 3, 4, 5, 6),ki ∈ R+(i =
1, 2, 3, 4).

In order to prove Theorem 1, we require a Lemma:

Lemma 2.10.2. Suppose a dynamic system ca be written as:
ẋ1

ẏ2
...
ẋn

 =


k1a11 k1a12 · · · k1a1n

k2a21 k2a22 · · · k2a2n
...

...
...

...
knan1 knan2 · · · knann




x1

x2
...
xn

 (2.10.8)

If the system (2.10.8) satisfies the following conditions:
(1)∀aij ∈ R,
(2)aij = −aji(i 6= j),
(3)aii ≤ 0(notallaiiareequaltozero),
(4)∀ki > 0
then the states of system (2.10.8) will decrease to zero gradually.
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Proof of Theorem 1.10.1.
Let u = Be, where B = (bij)4x4 is a 4x4 order constant matrix to be deter-

mined; e = (e1, e2, e3, e4)T . We can rewrite error system (2.10.5) as

ė = (A+B)e (2.10.9)

where

A = (aij)4x4 =


k1(−a

k1
) 0 k1( 1

k1
) k1( 1

k1
)

0 k2(−b
k2

) 0 0

k3(−1
k3

) 0 k3(−c
k3

) 0

0 0 0 k4(−k
k4

)

 (2.10.10)

Based on conditions from Lemma 2, design matrix B to satisfy conditions (2.10.11)
and (2.10.12) as follows:

−a
k1

+
b11

k1

≤ 0,
−b
k2

+
b22

k2

≤ 0,
−c
k3

+
b33

k3

≤ 0,
−k
k4

+
b44

k4

≤ 0, (2.10.11)

b12

k1

=
−b21

k2

,

1

k1

+
b13

k1

= −(
−1

k3

+
b31

k3

),

1

k1

+
b14

k1

=
−b14

k4

,

b23

k2

=
−b32

k3

,

b24

k2

=
−b42

k4

,

b34

k3

=
−b43

k4

,

(2.10.12)

From (2.10.11), we can see that b11 ≤ a,b22 ≤ b,b33 ≤ c,and b44 ≤ k. Moreover, let
the coefficient matrix of (2.10.12) be H, and let its augmented matrix be H̄, we
can get r(H) = r(H̄), and the numbers of unknowns are greater than the numbers
of (2.10.12), so (2.10.12) has infinitely many solutions as follows:

η = (
−a1k1

k2

, a1,
k1

k3

− 1− a2k1

k3

, a2,−1− a3k1

k4

, a3,

−a4k2

k3

, a4,
−a5k2

k4

, a5,
−a6k3

k4

, a6)

= (b12, b21, b13, b31, b14, b41, b23, b32, b24, b42, b34, b43)

(2.10.13)
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where ai ∈ R (i=1,2,3,4,5,6); ki ∈ R+ (i=1,2,3,4).
Therefore, combine (2.10.11) ,(2.10.12) and (2.10.13) , we can obtain the matrix

B from Theorem 1.10.1:

B =


k1( b11

k1
) k1(−a1

k2
) k1( 1

k3
− 1

k1
− a2

k3
) k1(−1

k1
− a3

k4
)

k2(a1
k2

) k2( b22
k2

) k2(−a4
k3

) k2(−a5
k4

)

k3(a2
k3

) k3(a4
k3

) k3( b33
k3

) k3(−a6
k4

)

k4(a3
k4

) k4(a5
k4

) k4(a6
k4

) k4( b44
k4

)

 (2.10.14)

Then we can write system (32) as:
ė1

ė2

ė3

ė4

 =


k1(−a

k1
+ b11

k1
) k1(−a1

k2
) k1( 1

k3
− a2

k3
) k1(−a3

k4
)

k2(a1
k2

) k2(−b
k2

+ b22
k2

) k2(−a4
k3

) k2(−a5
k4

)

k3(−1
k3

+ a2
k3

) k3(a4
k3

) k3(−c
k3

+ b33
k3

) k3(−a6
k4

)

k4(a3
k4

) k4(a5
k4

) k4(a6
k4

) k4(−k
k4

+ b44
k4

)

 ∗


e1

e2

e3

e4


(2.10.15)

According to Lemma 2, the system (2.10.5) and (2.10.15) are asymptotically stable
at the origin, which means the projective synchronization of system (2.10.3) and
(2.10.4) achieved.

Remark. There are several particular scenarios occur by setting specific val-
ues to the variables:
(1) Set bii = 0,i=1,2,3,4;ai = 0,i=1,2,3,4,5,6;and ki = 1,i=1,2,3,4; then we can
construct the simplest controller, where the control matrix as follows:

A =


0 0 k1( 1

k3
− 1

k1
) k1(−1

k1
)

0 0 0 0
0 0 0 0
0 0 0 0

 (2.10.16)

where ki ∈ R+,i=1,2,3,4
(2) When α = 1,the system (2.10.3) and (2.10.4) are of complete synchronization;
when α = −1, the system (2.10.3) and (2.10.4) are anaesthetization.
(3) When ki = 1 for i=1,2,3,4, then the coefficient matrix of system (2.10.15) is
the antisymmetric matrix in [20], which means they have the same control scheme.
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Instead of synchronizing two distinct financial systems, in general, we often
encounter two different hyperchaotic financial systems and we apply projective
synchronization on them. Here, we consider a new hyperchaotic financial system
with a state feedback controller ωt:

ẋ = −a′(xt + yt) + ωt

ẏ = −yt − a
′
xtzt

ż = b
′
+ a

′
xtyt

ω̇ = −c′xtzt − d
′
ωt

(2.10.17)

where a
′

and b
′

are parameters of the system (2.10.17), c
′

= 0.2 is a constant,
and d

′
is a control parameter. When a

′
= 3,b

′
= 15,c

′
= 0.2,and d

′
0.12, system

(2.10.17) has hyperchaotic behavior.
Let the system (2.10.3) be the drive system and system (2.10.17) be the re-

sponse system, we obtain from system (2.10.17):
ẋt
ẏt
żt
ω̇t

 =


−a′ −a′ 0 1
0 −1 0 0
0 0 0 0
0 0 0 −d′




xt
yt
zt
ωt



+


0

−a′xtzt
a
′
xtyt

−c′xtzt

+


0
0
b
′

0

+ u

(2.10.18)

then, we denote

A =


−a 0 1 1
0 −b 0 0
−1 0 −c 0
0 0 0 −k

 ,h1 =


0
1
0
0


,

f(x) =


xy
−x2

0
−dxy

 ,x =


x
y
z
ω


,

D =


−a′ −a′ 0 1
0 −1 0 0
0 0 0 0
0 0 0 −d′

 ,h2 =


0
0
b
′

0


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,

g(y) =


0

−a′xtzt
a
′
xtyt

−c′xtzt

 ,y =


xt
yt
zt
ωt


.

Let u = (A−D)y +α(h1 + f(x)−h2 + g(y) +Ee, where E = (eij)4x4 is a 4x4
order constant matrix to be determined, and e = (e1, e2, e3, e4)T . So the response
system (41) becomes:

ẋt
ẏt
żt
ω̇t

 =


−a 0 1 1
0 −b 0 0
−1 0 −c 0
0 0 0 −k




xt
yt
zt
ωt



+α[


0
1
0
0

+


xy
−x2

0
−dxy

] + Ee

(2.10.19)

If we continue define the error system as e = y − αx, then we have:
ė1

ė2

ė3

ė4

 =


−a 0 1 1
0 −b 0 0
−1 0 −c 0
0 0 0 −k




e1

e2

e3

e4

+ E


e1

e2

e3

e4

 (2.10.20)

Theorem 2.10.3. For the error system (2.10.20), let the controller be

u = (A−D)y + α(h1 + f(x)− h2 + g(y) + Ee (2.10.21)

where

E =


k1( b11

k1
) k1(−a1

k2
) k1( 1

k3
− 1

k1
− a2

k3
) k1(−1

k1
− a3

k4
)

k2(a1
k2

) k2( b22
k2

) k2(−a4
k3

) k2(−a5
k4

)

k3(a2
k3

) k3(a4
k3

) k3( b33
k3

) k3(−a6
k4

)

k4(a3
k4

) k4(a5
k4

) k4(a6
k4

) k4( b44
k4

)

 (2.10.22)

e11 6 a,e22 6 a,e33 6 a,e44 6 a;ai ∈ R(i = 1, 2, 3, 4, 5, 6),ki ∈ R+(i = 1, 2, 3, 4).
Then the system (2.10.20) is asymptotically stable at the origin.
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Proof of Theorem 1.10.3. The proof here is similar to the previous proof, since
u = (A−D)y+α(h1 +f(x)−h2 +g(y)+Ee, and we can rewrite the error system
(2.10.20) of the driven system (2.10.3) and response system (2.10.18) as:

ė = (A+ E)e (2.10.23)

Notice that system (2.10.23) has the same structure as the system (2.10.9), apply
Lemma 1.10.2 again, we will have E=B; therefore, ė = (A + E)e = (A + B)e.
According to Lemma 1.10.2, the system (2.10.23) tends to zero gradually; name-
ly, the system (2.10.20) is driven to the origin gradually. Therefore, the system
(2.10.3) and (2.10.18) achieve the projective synchronization.

Figure 2.18: Time evolutions of the state variables of identical drive and response
systems)

Figure 2.19: Time evolutions of error system
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In the above numerical simulation of two distinct hyperchaotic financial sys-
tems, we observe the hyperchaotic behaviors from the phase portraits of system
(2.10.2), and the corresponding state variables between driven and response sys-
tem are converging to each other as time increasing (i.e. x−xs,y−ys,z−zs,ω−ωs),
since the setting of α = 0.5 produces nearly complete synchronization. Moreover,
the error system converges to zero as time increasing. Thus, the system (2.10.3)
and (2.10.4) achieve the projective synchronization as expected.

Figure 2.20: Time evolutions of the state variables of nonidentical drive and re-
sponse systems

Figure 2.21: Time evolutions of error system
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In the above numerical simulation of two different hyperchaotic financial sys-
tems, we observe the hyperchaotic behaviors from the phase portraits of system
(2.10.17), and the corresponding state variables between driven and response sys-
tem behave symmetrically to each other along zero (i.e. x−xt,y−yt,z−zt,ω−ωt),
since the setting of α = −1 produces the antisynchronization between system
(2.10.3) and (2.10.19). Moreover, the error system still converges to zero as time
increasing. Thus, the system (2.10.3) and (2.10.19) achieve the projective synchro-
nization as expected.
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Chapter 3

System Generalized
Synchronization Techniques

3.1 Generalized Synchronization

Generalized synchronization means that states of the response system synchronize
that of the drive system through a nonlinear smooth functional mapping.Therefore,
generalized synchronization has more applications than complete synchroniza-
tion.Specifically, here we consider a generalized synchronization algorithm based
on nonlinear control; and we focus on the generalized synchronization of two ar-
bitrary chaotic systems without the limitation of dimension and the invertible of
Jacobian matrix.

Consider the following generalized systems:

ẋ = f(x) (3.1.1)

ẏ = g(y) + u(x, y) (3.1.2)

where x = (x1, x2, ..., xn)T and y = (y1, y2, ..., ym)T are the state vectors, and
f(x) : Rn → Rn,and g(y) : Rm → Rm are two continuous vector functions. The
above systems are called drive and response system with control input u(x,y) re-
spectively.

Definition 3.1.1. Systems (3.1.1) and (3.1.2) are said to achieve generalized
synchronization (GS), if there exist a controller u(x,y) and a given map ϕ =
(ϕ1, ϕ2, ..., ϕn)T : Rm → Rn such that the following equation: limt→∞ ‖x−ϕ(y)‖ =
0 holds for any initial conditions x0 and y0.
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Moreover, we define the generalized synchronization error between the systems
(3.1.1) and (3.1.2) as e = x− ϕ(y), and the error system is given by:

ė = ẋ− ϕ̇(y) = ẋ−Dϕyẏ (3.1.3)

where Dϕ(y) is the Jacobian matrix of the map ϕ(y):

Dϕ(y) =


∂ϕ1(y)∂y1 ∂ϕ1(y)∂y2 · · · ∂ϕ1(y)∂ym
∂ϕ2(y)∂y2 ∂ϕ2(y)∂y2 · · · ∂ϕ2(y)∂ym

...
...

...
...

∂ϕn(y)∂y1 ∂ϕn(y)∂y2 · · · ∂ϕn(y)∂ym

 (3.1.4)

Remark. It is difficult to determine the suitable controller u(x,y) to achieve gen-
eralized synchronization since we are unable to ensure the reversibility of Dϕ(y).
Thus, we need to construct a new response system which contains the controller
u(x,y) to synchronize system (3.1.1), and a new controller to obtain the generalized
synchronization.

1. Construct a new response system

1.1. n 6= m (For the convenience, we assume n < m)

Assumption 3.1.1. The elements of each line of Dϕ(y) are not all zero.

Remark. Suppose there exist a i0 line with all zero elements in Dϕ(y),thus the
value of ϕ(y) on this line will give a constant,namely ϕi0 = c, which cannot evolve
with time. In this case, we are unable to proceed the generalized synchronization
between xi and c. Also, according to matrix theory, we are able to determine a
invertible matrix Q and a ladder-type matrix M from a series of elementary column
transformation to Dϕ(y), which has the following form:

M =


a11 0 · · · 0 0 · · · 0
a21 a22 · · · 0 0 · · · 0
...

...
...

...
...

...
...

an1 an2 · · · ann 0 · · · 0

 (3.1.5)

where aij(1 ≤ i ≤ n) can be constant or function, and aii(2 ≤ i ≤ n) can also be
zero, to satisfy the condition: Dϕ(y)Q = M .

As a result, system (3.1.3) can be rewritten as: ė = ẋ−ϕ̇(y) = ẋ−Dϕ(y)QQ−1ẏ,
and if we let

ẏ = Qż (3.1.6)
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where z = (z1, z2, ..., zm)T is and m-dimensional column vector, then

ė = ẋ−Mż =


ė1

ė2
...
ėn

 =


ẋ1

ẋ2
...
ẋn

−


a11 0 · · · 0 0 · · · 0
a21 a22 · · · 0 0 · · · 0
...

...
...

...
...

...
...

an1 an2 · · · ann 0 · · · 0



×


ż1

ż2
...
żn

 =


ẋ1 − a11ż1

ẋ2 − a21ż1 − a22ż2
...

ẋn − an1ż1 − an2ż2 − · · · − annżn


(3.1.7)

and let

ė = ẋ−Mż =


ẋ1 − a11ż1

ẋ2 − a21ż1 − a22ż2
...

ẋn − an1ż1 − an2ż2 − · · · − annżn

 =


−e1

−e2
...
−en

 (3.1.8)

Based on the Assumption 1, we obtain a11 6= 0,which produces the following
cases:

(a) All aii 6= 0(2 ≤ i ≤ n) in (3.1.5)

Since, the value of a11 is known, then we can figure out ż2 by substituting ż1,
repeatedly, we can obtain the values up to żn term by term and use these values
into (3.1.6) to form the new response system of (3.1.2). However, żn+1 up to żm
cannot be obtained directly by (3.1.8), thus we can set their values as needed.

(b) Every element in all columns after ai0i0(2 ≤ i ≤ n) in (3.1.5) is zero, which has
the form: 

a11 0 · · · 0 0 · · · 0
a21 a22 · · · 0 0 · · · 0

...
...

...
...

...
... 0

ai01 ai02 · · · ai0i0 0 · · · 0
ai0+1,1 ai0+1,2 · · · ai0+1,i0 0 · · · 0

...
...

...
...

...
...

...
an1 an2 · · · ani0 0 · · · 0


(3.1.9)
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By using the same procedure in (a), we obtain all żj(j < i0). For żi0 , we sum
up all of the lines between i0 and n in (3.1.6); and for żk(i0 < k < n), we can still
set those values as needed.

Finally, we have the final form of (3.1.5) as follows:

a11 0 · · · 0 0 · · · · · · 0 · · · 0
a21 a22 · · · 0 0 · · · · · · 0 · · · 0
...

...
...

...
...

...
...

...
...

...
ai01 ai02 · · · ai0i0 0 · · · · · · 0 · · · 0

...
...

...
...

...
...

...
...

...
...

ai0+1,1 ai0+1,2 · · · ai0+1,i0 0 · · · · · · 0 · · · 0
ai0+2,1 ai0+2,2 · · · ai0+2,i0 ai0+2,i0+1 0 · · · 0 · · · 0

...
...

...
...

...
...

...
...

...
...

an1 an2 · · · ani0 an,i0+1 · · · an,i0+t 0 · · · 0


(3.1.10)

where t < n− i0, then we can use method in (a) and (b) to complete all żi.

1.2 n=m
When n=m, the Jacobian matrix Dϕy will be either a reversible or irreversible

square matrix. If Dϕ(y) is reversible, we can follow the generalized synchroniza-
tion method in (a) in 2.1.1; if Dϕ(y) is irreversible, generalized synchronization
method in (b) and final form in 2.1.1 can be referred.

2 Realization of generalized synchronization

Based on all the contents above, we realize that generalized synchronization
between two systems can be transformed in to the asymptotical stability analysis
of zero solution of error system, then a theorem is introduced:

Theorem 3.1.1. Let controller u(x, y) = Qż − g(y), and condition (3.1.8) is
satisfied; then the generalized synchronization between master systems (3.1.1) and
slave system (3.1.2) is achieved.

Proof. Construct a Lyapunov function V = 1
2
(e2

1 + ...+ e2
n) ≥ 0, thus V=0 if and

only if e1 = e2 = ... = en. Also the derivative of V will be v̇ = e1ė1 + ... + enėn =
−e2

1− ...−e2
n < 0. Therefore, from the Lyapunov function theory, the error system

is asymptotically stable at the origin, which means the generalized synchronization
between (3.1.1) and (3.1.2) is achieved.
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We use the Hyperchaotic Chen system, Lorenz system and Lu system as specific
examples to verify the effectiveness of the generalized synchronization; and they
are defined as following respectively:

ẋ1 = a(x2 − x1) + x4

ẋ2 = dx1 − x1x3 + cx2

ẋ3 = x1x2 − bx3

ẋ4 = x2x3 + rx4

(3.1.11)

where a = 35, b = 3, c = 12, d = 7, r = 0.5, system is chaotic.

ẋ1 = a1(x2 − x1)

ẋ2 = c1x1 − x2 − x1x3

ẋ3 = x1x2 − b1x3

(3.1.12)

where a1 = 10, b1 = 28, c1 = 8
3
, system is chaotic.

ẋ1 = a2(x2 − x1)

ẋ2 = −x1x3 + c2x2

ẋ3 = x1x2 − b2x3

(3.1.13)

where a2, b2andc2 are all positive; if a2 = 36, b2 = 20, c2 = 3, then system is chaot-
ic.

Example 1. Consider the Hyperchaotic Chen system as drive system and Lorenz
system as response system, define ϕ(y) = (y1 + y3, y1 + y2, y

2
2, y1− y2 + 2y3)T , then

we obtain

Dϕ(y) =


1 0 1
1 1 0
0 2y2 0
1 −1 2


Next we apply a series of column transformations to Dϕ(y) which forms matrix

Q to obtain:

M = Dϕ(y)Q =


1 0 1
1 1 0
0 2y2 0
1 −1 2

 ∗
 0 −1 0

0 0 1
1 1 1

 =


1 0 0
0 −1 0
0 0 2y2

2 1 0

 (3.1.14)

Then we have:

ẏ = Qż =

 0 −1 0
0 0 1
1 1 1

 ż =

 −ż2

ż3

ż1 + ż2 + ż3

 (3.1.15)
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and also we obtain the error system:

ė = ẋ−Mż =


ẋ1

ẋ2

ẋ3

ẋ4

−


ż1

−ż2

2y2ż3

2ż1 + ż2

 =


−e1

−e2

−e3

−e4

 (3.1.16)

Finally, based on equation the method in case (a), we obtain:
ż1 = ẋ1 + e1

ż2 = 1
2
(ẋ4 − 2ẋ1 − ẋ2 − 2e1 + e4 − e2)

ż3 = 1
2y2

(ẋ3 + e3)
therefore, we can determine the controller u for this example:

u(x, y) = Qż − g(y) =

 −1
2
(ẋ4 − 2ẋ1 − ẋ2 − 2e1 + e4 − e2)

1
2y2

(ẋ3 + e3)
1
2
(ẋ4 − ẋ2 + e4 − e2) + 1

2y2
(ẋ3 + e3)


−

 a1(y2 − y1)
c1y1 − y2 − y1y3

y1y2 − b1y3


=

 −1
2
(ẋ4 − 2ẋ1 − ẋ2 − 2e1 + e4 − e2)− a1(y2 − y1)

1
2y2

(ẋ3 + e3)− c1y1 + y2 + y1y3
1
2
(ẋ4 − ẋ2 + e4 − e2) + 1

2y2
(ẋ3 + e3)− y1y2 + b1y3



Example 2. Oppositely,consider the Lorenz system as drive system and Hyper-
chaotic Chen system as response system, define ϕ(y) = (y1 + y3 + y4, y2 + y3, 2y2 +
2y3 + y4)T , then we have

Dϕ(y) =

 1 0 1 1
0 1 1 0
0 2 2 1


Next we apply a series of column transformations to Dϕ(y) which forms matrix

Q to obtain:

M = Dϕ(y)Q =

 1 0 1 1
0 1 1 0
0 2 2 1




1 0 −1 −1
0 1 0 −1
0 0 0 1
0 −2 1 0

 =

 1 0 0 0
0 1 0 0
0 0 1 0


This time, we follow the method of case (b) and substitute M and Q into

u(x, y) = Qż − g(y), we can obtain:
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ż1 = ẋ1 + e1

ż2 = ẋ2 + e2

ż3 = ẋ3 + e3

ż4 = −e3

and the controller u(x,y) will be:

u(x, y) =


ẋ1 + e1 − ẋ3 − e3 + e3 − ay2 + ay1 − y4

ẋ2 + e2 + e3 − dy1 + y1y3 − cy2

−e3 − y1y2 + by3

−2ẋ2 − 2e2 + ẋ3 + e3 − y2y3 − ry4



Example 3. Consider the Lorenz system as drive and Lu system as response
system, where Dϕ(y) is irreversible; define ϕ(y) = (y1 + y3, y2, y1 + y2 + y3)T , then

Dϕ(y) =

 1 0 1
0 1 0
1 1 1


where its rank is 2, thus irreversible.

After carrying out a series of column transformation to Dϕ(y) which forms
matrix Q to obtain

M = Dϕ(y)Q =

 1 0 1
0 1 0
1 1 0

 1 0 −1
0 1 0
0 0 1

 =

 1 0 0
0 1 0
1 1 0


Also, we have

ẏ = Qż =

 1 0 −1
0 1 0
0 0 1

 ż =

 ż1 − ż3

ż2

ż3


and also we obtain the error system:

ė = ẋ−Mż =

 ẋ1

ẋ2

ẋ3

−
 ż1

ż2

ż1 + ż2

 =

 −e1

−e2

−e3


In this irreversible example, we apply the method of case (b) again and sub-

stitute M and Q into u(x, y) = Qż − g(y), we can obtain:
ż1 = ẋ1 + e1

ż2 = 1
2
(ẋ2 + ẋ3 − ẋ1 + e2 + e3 − e1)
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ż3 = ẋ3 + e1

and the controller u(x,y) will be:

u(x, y) =

 ẋ1 + e1 − ẋ3 − e1 − a2y2 + a2y1
1
2
(ẋ2 + ẋ3 − ẋ1 + e2 + e3 − e1)− c2y2 + y1y3

ẋ3 + e1 + b2y2 + y1y2



Example 4. In this last example, we consider the Lorenz system as the drive
system and Lu system as response system, but Dϕ(y) is reversible; define the
functional map is Dϕ(y) = (y1, y1 + y2, y1 + y2 + y3)T , we have:

Dϕ(y) =

 1 0 0
1 1 0
1 1 1


where its rank is 3, thus reversible. Then we apply same steps as previous examples,
we are able to get the matrix Q, matrix M, system ẏ, error system, column vector
ż (apply the method in case (a)), and finally the controller u respectively:

Q =

 1 0 0
−1 1 0
0 −1 1



M = Dϕ(y)Q =

 1 0 0
0 1 0
0 0 1


ẏ = Qż =

 ż1

−ż1 + ż2

−ż2 + ż3


ė = ẋ−Mż =

 ẋ1

ẋ2

ẋ3

−
 ż1

ż2

ż3

 =

 −e1

−e2

−e3


ż =

 ż1

ż2

ż3

 =

 ẋ1 + e1

ẋ2 + e2

ẋ3 + e3


and finally,

u(x, y) =

 ẋ1 + e1 − ẋ3 − e3 − a2y2 + a2y1

ẋ2 + e2 − c2y2 + y1y3

ẋ3 + e3 + b2y2 − y1y2


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Figure 3.1: Error system of Hyperchaotic Chen and Lorenz system

Figure 3.2: Error system of Lorenz and Hyperchaotic Chen system
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Figure 3.3: Error system of Lorenz and Lu system with Dϕ(y) irreversible

Figure 3.4: Error system of Lorenz and Lu system with Dϕ(y) reversible

Based on the graphs above, the error systems of all four examples converge to
zero; thus the generalized synchronization can be achieved.
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3.2 Generalized Synchronization in discrete time

1. Classical problem of GS in discrete time

First, we construct the following chaotic drive system:

X(k + 1) = f1(X(k)) (3.2.1)

where X(k) = (x1(k), ..., xn(k))T ∈ Rn is the state vector and f1 : Rm → Rn

contains the linear and the nonlinear parts of this drive system.
Second, we construct the following chaotic response system with controller U:

Y (k + 1) = BY (k) + g1(Y (k)) + U (3.2.2)

where Y (k) = (y1(k), ..., ym(k))T ∈ Rm, B is an m×m matrix which represents the
linear part of the system dynamics, g1 : Rm → Rm is the nonlinear part of the re-
sponse system, and U = (ui)1≤i≤m ∈ Rm is the vector controller to be determined.

In order to understand and achieve the classical generalized synchronization
between system (3.2.1) and (3.2.2), we introduce the following definition and the-
orem:

Definition 3.2.1. The drive system and the response system (3.2.2) are said to be
generalized synchronized with respect to the vector map φ if there exists a controller
U = (ui)1≤i≤m ∈ Rm and a given map φ : Rn → Rm such that the synchronization
error:

e(k) = Y (k)− φ(X(k)) (3.2.3)

satisfies that limk→+∞‖e(k)‖ = 0.

Based on this definition, we need to design the controller U such that the
solutions of the error system (3.2.3) go to zero as k goes to infinity. Since the error
dynamics between (3.2.1) and (3.2.2) can be derived as:

e(k + 1) = BY (k) + g1(Y (k))− φ(f1(X(k))) + U (3.2.4)

then we can choose U to be:

U = −L1Y (k)− g1(Y (k)) + φ(f1(X(k))) + (L1 −B)φ(X(k)) (3.2.5)

where L1 ∈ Rm×m is an undetermined control matrix. If we substitute controller
(3.2.5) into error system (3.2.4), we obtain:

e(k + 1) = (B − L1)e(k) (3.2.6)
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Theorem 3.2.1. If we select the control matrix L1 such that P1 = I − (B −
L1)T (B − L1) is a positive definite matrix, then system (3.2.1) and (3.2.2) are
globally generalized synchronized with respect to φ, under the controller (3.2.5).

Proof. Choose the Lyapunov candidate as follows:

V (e(k)) = eT (k)e(k) (3.2.7)

then we have the derivative of the Lyapunov candidate:

∆V (e(k)) = eT (k + 1)e(k + 1)− eT (k)e(k)

= eT (k)(B − L1)T (B − L1)e(k)− eT (k)e(k)

= eT (k)[(B − L1)T (B − L1)− I]e(k)

= −eT (k)P1e(k) < 0

(3.2.8)

Therefore, since the derivative of the Lyapunov candidate is always less than zero;
by Lyapunov stability theory, we can obtain:

lim
k→∞

ei(k) = 0, (i = 1, 2, ...,m) (3.2.9)

which means system (3.2.1) and (3.2.2) are globally generalized synchronized and
the error system (3.2.6) is globally asymptotically stable.

2. Inverse problem of GS in discrete time

Consider another type drive and response chaotic system:

X(k + 1) = AX(k) + f2(X(k)) (3.2.10)

Y (k + 1) = g2(Y (k)) + U (3.2.11)

where X(k) = (x1(k), ..., xn(k))T ∈ Rn and Y (k) = (y1(k), ..., ym(k))T ∈ Rm are
the state vectors of drive and response system respectively; A ∈ Rn×n,f2 : Rn →
Rn is the nonlinear part of the drive system (3.2.10) and g2 : Rm → Rm contains
the linear and nonlinear part of response system (3.2.11); U = (ui)1≤i≤m ∈ Rm is
the vector controller to be determined.

Similarly, in order to understand and achieve the inverse generalized synchro-
nization between system (3.2.10) and (3.2.11), we introduce another likely defini-
tion and theorem:
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Definition 3.2.2. The drive system (3.2.10) and the response system (3.2.11) are
said to be inverse generalized synchronized with respect to the vector map φ if there
exists a controller U = (ui)1≤i≤m ∈ Rm and a given map ϕ : Rm → Rn such that
the synchronization error:

e(k) = X(k)− ϕ(Y (k)) (3.2.12)

satisfies that limk→∞‖e(k)‖ = 0.

According to the definition, we need to design the controller U such that the
solutions of the error system (3.2.12) go to zero as k goes to infinity. Since the
error dynamics between (3.2.10) and (3.2.11) can be derived as:

e(k + 1) = AX(k) + f2(X(k))− ϕ(g2(Y (k)) + U) (3.2.13)

Then, in order to achieve inverse generalized synchronization, we choose U as
follows:

U = −g2(Y (k)) + ϕ−1[f2(X(k)) + L2X(k) + (A− L2)ψ(Y (k))] (3.2.14)

where ϕ−1 : Rn → Rm is the inverse of the map ϕ and L2 ∈ Rn×n is an undeter-
mined control matrix. If we substitute controller U in (3.2.14) into error system
(3.2.13), we obtain:

e(k + 1) = (A− L2)e(k) (3.2.15)

Theorem 3.2.2. If we select the control matrix L2 such that P2 = I − (A −
L2)T (A− L2) is a positive definite matrix, then the drive system (3.2.10) and the
response system (3.2.11) are globally inverse generalized synchronized with respect
to ϕ, under the controller law (3.2.14).

Proof. Similarly, we choose the Lyapunov candidate to be:

V (e(k)) = eT (k)e(k) (3.2.16)

then we calculate the derivative of the Lyapunov candidate:

∆V (e(k)) = eT (k + 1)e(k + 1)− eT (k)e(k)

= eT (k)(A− L2)T (A− L2)e(k)− eT (k)e(k)

= eT (k)[(A− L2)T (A− L2)− I]e(k)

= −eT (k)P2e(k) < 0

(3.2.17)

Therefore, based on the Lyapunov stability theory, we have

lim
k→∞

ei(k) = 0, (i = 1, 2, ..., n) (3.2.18)
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the zero solution of error system (3.2.15) is globally asymptotically stable as well
as system (3.2.10) and (3.2.11) achieve inverse generalized synchronization global-
ly.

In order to check the effectiveness of theoretical generalized synchronization
with discrete time, we discuss the following two numerical examples:

Example 1: Classical GS 3D Henon-like system and Lorenz system

In this example, we construct the hyperchaotic 3D Henom-like map as the drive
system and the controlled Lorenz discrete time system as the response system
respectively as follows:

x1(k + 1) = 1 + x3(k)− αx2
2(k)

x2(k + 1) = 1 + βx2(k)− αx2
1(k)

x3(k + 1) = βx1(k)

(3.2.19)

where we choose (α, β) = (1.4, 0.2) to obtain the chaotic attractor.

y1(k + 1) = (1 + ab)y1(k)− by1(k)y2(k) + u1

y2(k + 1) = (1− b)y2(k) + by2
1(k) + u2

(3.2.20)

where we choose (a, b) = (1.25, 0.75) to obtain the chaotic attractor.
Then we define φ : R3 → R2 as:

φ(x1(k), x2(k), x3(k)) = (x1(k) + x3(k), x2(k) + x3(k)) (3.2.21)

and the control matrix L1 as:

L1 =

(
1.4 + ab 0

1− b 0.82

)
(3.2.22)

Moreover, based on the structure of system (3.2.20), we can obtain

B =

(
1 + ab 0
1− b 0

)
(3.2.23)

and

g1(Y (k)) =

(
−by1y2

by2
1

)
(3.2.24)

Finally, based on theorem 1, system (3.2.19) and (3.2.20) are theocratically
generalized synchronized.
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Figure 3.5: Phase portraits of hyperchaotic 3D Henom-like map

Figure 3.6: Error system of the hyperchaotic 3D Henom-like map and the con-
trolled Lorenz discrete time system

The error system converges to zero as time increasing based on graph as well,
which verify the generalized synchronization between system (3.2.19) and (3.2.20)
numerically.
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Example 2. Inverse GS between the 3D generalized Henon system and
the Fold system

In this example, we construct the hyperchaotic 3D Henom-like map as the
drive system and the controlled Fold discrete time system as the response system
respectively as follows:

x1(k + 1) = −βx2(k)

x2(k + 1) = 1 + x3(k)− αx2
2(k)

x3(k + 1) = βxs(k) + x1(k)

(3.2.25)

where we choose (α, β) = (1.07, 0.3) to obtain the chaotic attractor.

y1(k + 1) = y2(k) + ay1(k) + u1

y2(k + 1) = b+ y2
1(k) + u2

(3.2.26)

where we choose (a, b) = (−0.1,−1.7) to obtain the chaotic attractor.
Then we define φ : R2 → R3 as:

φ(y1(k), y2) = (y1(k), y2(k), 2y1(k)) (3.2.27)

and the control matrix L2 as:

L2 =

 0.1 −β 0
0 0 1
1 β 0.25

 (3.2.28)

Moreover, based on the structure of system (3.2.25), we can obtain

A =

 0 −β 0
0 0 1
1 β 0

 (3.2.29)

and

f2(X(k)) =

 0
1− αx2

2

0

 (3.2.30)

Finally, based on theorem 2, system (3.2.25) and (3.2.26) are theocratically
inverse generalized synchronized.
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Figure 3.7: Phase portraits of hyperchaotic 3D Henom-like map

Figure 3.8: Error system of the hyperchaotic 3D Henom-like map and the con-
trolled Fold discrete time system

The error system converges to zero as time increasing based on graph as well,
which verify the generalized synchronization between system (3.2.25) and (3.2.26)
numerically.
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Chapter 4

Network Complete
Synchronization Techniques

4.1 Synchronization of Identical Networks

1.Model Construction

A general complex dynamical network consisting of N identical linearly and d-
iffusively coupled nodes, with each node being an n-dimensional dynamical system
and be described by:

ẋi = f(xi) +
N∑

j=1,j 6=i

cij(t)A(t)xj − xi, i = 1, 2, ..., N (4.1.1)

where xi(t) = (xi1(t), ..., xin(t))T ∈ Rn is the state vector of the ith node, f :
R × Rn → Rn is a smooth nonlinear vector-valued function, the constant matrix
A(t) is the coupling link matrix between node i and node j (i 6= j) for all 1 ≤
i, j ≤ N at time t; the coupling matrix C = (cij)N×N represent the coupling
configuration of the network,if there is a connection between node i and j (i 6= j),
then cij > 0; cij = 0 otherwise; also, C is set to be a diffusively coupled matrix

where cii = −
∑N

j=1,j 6=i cij, i = 1, 2, ..., N .
In addition, define the diagonal elements of C(t) by:

cii(t) = −
N∑

j=1,j 6=i

cij(t), i = 1, 2, ..., N (4.1.2)

then the time-varying network (104) can be rewritten in a compact form as:

ẋi = f(xi) +
N∑

j=1,j 6=i

cij(t)A(t)xj, i = 1, 2, ..., N (4.1.3)

60



Therefore, if network (4.1.3) is connected without isolate clusters, then C(t) is
an irreducible matrix at any time t and network is time-varying. Meanwhile, we
do not make assumption of the symmetry and all the off-diagonal elements are
nonnegative of C(t).

2. Mathematical preliminaries

In this section, necessary definitions are presented in order to provide basic
understanding of chaotic network synchronization.

Definition 4.1.1. For a given real matrix C = (cij)N×N , if sum of all elements in
each row is equal to zero, then C is called a diffusively coupled matrix. In addition,
if all the off-diagonal elements of C are nonnegative, then C is called a nonnegative
diffusively coupled matrix. The set of all nonnegative diffusively coupled matrices
is denoted T.

Definition 4.1.2. Let xi(t; t0, x
0
1, ..., x

0
N)i = 1, 2, ..., N be a solution of the dynam-

ical network:
ẋi = f(xi) + gi(x1, ..., xN), i = 1, 2, ..., N (4.1.4)

where f : D → Rn and gi : D× ...×D → Rn are continuously differentiable, D ⊆
Rn. If there is a nonempty open subset D0(t0) ⊆ D, with x0

i ⊆ D0(t0)i = 1, 2, ..., N ,
such that xi ∈ D for all t ≥ t0, i = 1, 2, ..., N and limt→∞‖xi(t; t0, x0

1, ..., x
0
N) −

xj(t; t0, x
0
1, ..., x

0
N)‖2 = 0 for 1 ≤ i, j ≤ N , then the dynamical network (4.1.3)

is said to realize synchronization and D0(t0) × ... × D0(t0) is called the region of
synchrony of (4.1.2).

Definition 4.1.3. From above previous definition, if the system ṡ(t) = f(s(t))
where s(t) is the synchronous solution: x1(t; t0, x

0
1, ..., x

0
N) = ... = xN(t; t0, x

0
1, ..., x

0
N)

(x0
1 = ... = x0

N ∈ D) of an individual node limt→∞‖xi(t; t0, x0
1, ..., x

0
N)−x1(t; t0, x

0
1, ..., x

0
N)‖2 =

0 for 2 ≤ i ≤ N , then network (4.1.3) achieves synchronization, where the errors:
η̇(t) = xi(t; t0, x

0
1, ..., x

0
N) − x1(t; t0, x

0
1, ..., x

0
N) for 2 ≤ i ≤ N are called the trans-

verse errors of the synchronous manifold x1(t) = ... = xN(t), where x1(t) is called
the reference direction of the synchronous manifold. When all the transverse errors
exponentially (uniformly exponentially stable) tend to zero, the chaotic synchronous
state:x1(t) = ... = xN(t) is called exponentially stable (uniformly exponentially sta-
ble). Moreover, if ‖x(t)− s(t)‖2 approaches zero uniformly and exponentially as t
approaches infinity, then x(t)-s(t) is said to be uniformly exponentially stable.
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Remark:
Based on Definition 3.1.1 and 3.1.2 above, the network (4.1.3) contains the dif-

fusive coupling matrix C; thus it ensures the synchronous solution: x1(t; t0, x
0
1, ..., x

0
N) =

... = xN(t; t0, x
0
1, ..., x

0
N)(x0

1 = ... = x0
N ∈ D) to be a solution of system ṡ(t) =

f(s(t)), where s(t) assumes to be chaotic.
According to Definition 3.1.3, the uniformly exponential stability of a chaotic

synchronous state is equivalent to the uniformly exponential stability of the zero
transverse errors of the synchronous manifold for network (4.1.3). However, from
the diffusive coupling condition, if s(t) is not uniformly exponentially stable; then
it is impossible for the synchronous solution to be uniformly exponentially stable.

Therefore, by choosing x1(t) = s(t) as the reference direction of the synchronous
manifold x1(t) = ... = xN(t); we have η1(t) = x1(t) − s(t) ≡ 0 and xi(t) =
s(t) + ηi(t), i = 1, 2, ..., N , which yields network (4.1.3) as:

η̇i(t) = f(s(t) + ηi(t))− f(s(t)) +
N∑
j=2

cij(t)A(t)ηi(t), 2 ≤ i ≤ N (4.1.5)

Also, we can rewrite it as:
˙̄η(t) = F (t, η̄) (4.1.6)

where η̄ = (η2(t), ..., ηN(t))T , ηi(t) = (ηi1(t), ..., ηin(t))T , S̄(t) = (s(t), ..., s(t))T ∈
Rn(N−1), and the Jacobian matrix of F (t, η̄) at η̄ = 0 is DF (t, 0):

Df(s(t)) + c22(t)A(t) c23(t)A(t) · · · c2N(t)A(t)
c32(t)A(t) Df(s(t)) + c33(t)A(t) · · · c3N(t)A(t)

...
... Df(s(t)) + c22(t)A(t)

...
cN2(t)A(t) cN3(t)A(t) · · · Df(s(t)) + cNN(t)A(t)


(4.1.7)

3. Theorem analysis

In this section, a specific chaos synchronization theorem [2] is discussed which
allows us to obtain the synchronization by verifying linear time-varying systems,
rather than directly synchronize the dynamical network.

Theorem 4.1.1. If the following two assumptions holds, then the chaotic syn-
chronous state x1(t) = ... = xN(t) = s(t) is exponentially stable for dynamical
network (4.1.3) if and only if the linear time-varying systems ẇ = [Df(s(t)) +
λk(t)A(t)− βk(t)In]w, k = 2, ..., N are exponentially stable about the zero solution.
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Assumption 4.1.1. F : Ω→ Rn(N−1) is continuously differentiable on Ω = {x ∈
Rn(N−1)

‖x‖2 < r} with F(t,0)=0 for all t, and the Jacobian DF(t,x) is bounded and
Lipschitz on Ω, uniformly in t.

Assumption 4.1.2. There exists a bounded non-singular real matrix Φ(t), such
that Φ−1(t)(CT (t))Φ(t) = diag{λ1(t), ..., λN(t)}, there exists t0 ≥ 0, for any λi(t), 1 ≤
i ≤ N , either λi(t) 6= 0 for all t > t0, or λi(t) ≡ 0 for all t > t0, and
Φ̇−1Φ(t) = diag{β1(t), .., βN(t)}

Remark:
Based on definition 3.1.3, we are able to investigate the proof of above the-

orem by verifying the exponential stability of the zero transverse errors of the
synchronous manifold. According to the assumption 1 and Lyapunov converse
theorem [7], we can implement equation (4.1.5) to be η̇(t) = Df(s(t))η(t) +
A(t)η(t)(C(t))T , where η(t) = (η1(t), ..., ηN(t))T and construct the nonsingular
linear transformation η(t) = v(t)Φ−1(t), which leads to the equation

v̇k(t) = [Df(s(t)) + λk(t)A(t)− βk(t)In]vk(t), k = 1, 2, ..., N (4.1.8)

and it is N independent n-dimensional linear time-varying system. Moreover,
according to Lemma 3 in [2], φ

′
11(t) = 1, hence v1(t) = −

∑N
k=2 φ

′

k1(t)vk(t); if
vk(t) → 0 for k=2,..,N, then v1(t) → 0 as well. Therefore, we can finally trans-
ferred the exponential stability of the synchronous state to the exponential stability
of the N-1 independent n-dimensional linear time-varying systems.

Based on the results above, this chaos synchronization theorem proposes that
the synchronization of time-varying chaotic network (4.1.3) is determined by means
of A(t), the eigenvalues λkk = 2, .., N and the corresponding eigenvectors φk(t)k =
2, ..., N of C(t). Overall, it provides a necessary and sufficient condition for syn-
chronization of network.

4. Specify conditions of constructing A(t) and C(t)

Notice that the theorem discussed above does not provide the specific condi-
tions of constructing the coupled matrix A(t) and the coupled configuration matrix
C(t) in network (4.1.3). Thus in this section, specific conditions are introduced in
order to obtain A(t) and C(t), which allows the network (4.1.3) more applicable
for the further numerical investigations.

Consider the following hypothesis:

(H1) Assume F : Ω → Rn(N−1) is continuously differentiable on Ω = {x ∈
Rn(N−1)

‖x‖2 < r} with F(t,0)=0 for all t, and the Jacobian DF(t,x) is bounded and
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Lipschitz on Ω, uniformly in t; and C(t) can be diagonalized by using a constant
nonsingular matrix Φ(t), there exists t0 ≥ 0, for any λi(t), 1 ≤ i ≤ N , either
λi(t) 6= 0 for all t > t0, or λi(t) ≡ 0 for all t > t0.

(H2) Assume that C(t) is a nonnegative diffusively coupled matrix and its eigen-
values are real numbers satisfying λ1(t) ≥ ... ≥ λN(t) for all t > t0 ≥ 0.

Then either H1 holds or both H1 and H2 hold, the following conditions are valid
for constructing specific matrices A(t) and C(t):
1. H1 holds, if the linear time-varying systems ẇ = [Df(s(t)) + λk(t)A(t)]wk =
2, .., N are exponentially stable about zero solution.
2. H1 and H2 hold, if (A(t) + (A(t))T ) is a semi-positive-definite matrix, and the
maximum eigenvalue µ[Df(s(t)) + λ2(t)A(t)] ≤ a < 0 for all t ≥ 0.
3. H1 and H2 hold, if

∫∞
t0
|λN(t)A(t)|dt < ∞ and the linear time-varying system

ẇ = [Df(s(t)) + λk(t)A(t)]w is exponentially stable about the zero solution.
4. H1 and H2 hold, if there exists and n× n positive-definite matrix B, such that
[Df(s(t)) + dA(t)]TB +B[Df(s(t)) + dA(t)] ≤ −In for all d ≤ λ0

2 and t ≥ t0.
5. H1 and H2 hold, if there exists and n × n positive-definite matrix B, such
that for all t ≥ t0, (A(t))TB + BA(t) is a semi-positive-definite matrix, and
[Df(s(t)) + λ0

2A(t)]TB +B[Df(s(t)) + λ0
2A(t)] ≤ −In

Consequently, if either one of the above conditions is satisfied upon construct-
ing particular A(t) and C(t), then the chaotic synchronous state x1(t) = ... =
xN(t) = s(t) of network (106) will be exponentially stable.

Based on the above discussion, thus A(t) and C(t) with respect to unified
chaotic system can be described as follows:

A(t) =

 (25α + 38− 35α)2(1 + e−t) 0 0
0 (8+α

3
)2(1 + e−3t) 0

0 0 (8+α
3

)(1 + e−2t)



C(t) = (
1

2e2 − e− 1
)

 C11 C12 C13

C21 C22 C23

C31 C32 C33


where
C11(t) = (e2−1)th(t)+(e)arctan(t), C12(t) = (1−e)th(t)−(2e)arctan(t), C13(t) =
(e − e2)th(t) + (e)arctan(t), C21(t) = 2(e2 − 1)th(t) + (e2)arctan(t), C22(t) =
2(1 − e)th(t) − (2e2)arctan(t), C23(t) = 2(e − e2)th(t) + (e2)arctan(t), C31(t) =
3(e2 − 1)th(t) + arctan(t), C32(t) = 3(1 − e)th(t) − 2arctan(t), C33(t) = 3(e −
e2)th(t) + arctan(t), with th(t) = (et−e−t)

(et+e−t)
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In order to construct the time-varying systems, we require a nonsingular real
matrix Φ. In this case, we choose

Φ(t) = (
1

2e2 − e− 1
)

 3e2 − 2 (1− e2)et −e1+sin(t)

1− 3e (e− 1)et 2e1+sin(t)

2e− e2 (e2 − 1)et −e1+sin(t)


then Φ−1(t)(C(t))TΦ(t) = diag{0,−1,−cos(t)}, thus we can determine the linear
time-varying systems: ẇ = [Df(s(t)) + λk(t)A(t)− βk(t)In]w, k = 2, 3.

5. Numerical Simulation

The numerical simulations illustrate the results for both directly simulate the
unified chaotic network and simulate the transformed linear time-varying sys-
tems. In order to improve the effectiveness of the simulations, we apply ode45
method to those ODE systems, and apply the interpolation method to deal with
the time-dependent coefficients in the matrix A(t), C(t) and the matrix [Df(s(t))+
λk(t)A(t) − βk(t)In]. According to the time series plots, it can be clearly viewed
that each system of the network will converge to zero solutions after certain period
of time, which means those systems are synchronized, no matter what the initial
condition for each system will be assigned to and which α value is chosen from [0,1].
Especially for the linear time-varying systems, there exists an obvious exponential-
ly stable behavior when converging to the zero solution. Therefore, the numerical
simulations indicates the validity of the chaotic synchronization theorem.
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Figure 4.1: Single system node with directly control

Figure 4.2: Corresponding linear time-varying system
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4.2 Synchronization of Nonidentical Networks vi-

a Adaptive Linear Generalized Control

Besides the generalized synchronization between two systems, we can also ap-
ply the generalized synchronization on two networks for more broad application.
Previously, we have discussed the synchronization between two identical complex
networks.. Therefore, now we study the generalized synchronization between two
complex networks with nonidentical topological structures.

1. Adaptive Linear generalized synchronization

First of all, recall the general structure of the complex network:

ẋi = f(xi) +
N∑
j=1

cijΓxj, i = 1, 2, ..., N (4.2.1)

where xi(t) = (xi1(t), ..., xin(t))T ∈ Rn is the state vector of the ith node, f :
R × Rn → Rn is a smooth nonlinear vector-valued function, the constant matrix
Γ is the inner-coupling matrix between the elements of the node itself, ‖Γ‖ ≤ γ,
the coupling matrix C = (cij)N×N represent the coupling configuration of the
network,if there is a connection between node i and j (i 6= j), then cij > 0;
cij = 0 otherwise; also, C is set to be a diffusively coupled matrix where cii =

−
∑N

j=1,j 6=i cij, i = 1, 2, ..., N .
Then we obtain the controlled response network as:

ẏi = Ayi +Bg(yi) +
N∑
j=1

cijΓyj + ui, i = 1, 2, ..., N (4.2.2)

where yi(t) = (yi1(t), ..., yin(t))T ∈ Rn is the state vector of the ith node, A and
B are system matrices with proper dimensions, satisfied ‖A‖ ≤ α,‖B‖ ≤ β, g is a
continuous vector function, ui is the controller designed for node i.

According previous construction, we also implement the following definition:

Definition 4.2.1. If system (4.2.1) and (4.2.2) satisfy the following property:

lim t→∞‖yi(t)− Pxi(t)−Q‖ = 0, i = 1, 2, ..., N (4.2.3)

then system (4.2.1) achieves linear generalized synchronization with system (4.2.2),
where P,Q are constant matrices. Moreover, we designed the controller as:

ui = Pf(xi)− εei −Bg(Pxi +Q)− A(Pxi +Q) (4.2.4)
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where ei = yi − Pxi −Q,ε = diag(ε1, ...εn).

Now, compare with the construction above, we can construct the drive-response
network with nonidentical topological structures as follows:

ẋi = f(xi) +
N∑
j=1

cijΓxj, i = 1, 2, ..., N (4.2.5)

ẏi = Ayi +Bg(yi) +
N∑
j=1

dijΓyj + ui, i = 1, 2, ..., N (4.2.6)

where the only difference is that in our new non-identical response network,D =
(dij)N×N is the distinct configuration matrix than C, then ui is the controller for
node i to be designed based on the specify network structures C and D.

Continuously, we need some mathematic preliminaries to theocratically con-
struct the linear generalized synchronization.

Assumption 4.2.1. For function g(z), there exists constant L > 0, such that

‖g(z1)− g(z2)‖ ≤ L‖z1 − z2‖ (4.2.7)

holds for any z1, z2. If this assumption satisfied, we have the Lipschitz chaotic
systems.

Theorem 4.2.1. Suppose that Assumption 3.2.1 holds, under the condition of
nonidentical configurations, i.e C 6= D, the driving network (4.2.5) and response
network (4.2.6) can realize linear generalized synchronization by using the following
adaptive control scheme:

ui = Pf(xi) +
N∑
j=1

bijΓyj − εiei −Bg(Pxi +Q)− A(Pxi +Q) (4.2.8)

ε̇i = ki‖ei‖2, ḃij = −eTi Γyj (4.2.9)

where ei = yi − Pxi −Q and ki is any positive constant for i = 1, 2, ..., N .

Proof. The proof of the theorem is straightforward, first we substitute (4.2.5),(4.2.6),(4.2.8)
and (4.2.9) into ei = yi−Pxi−Q and ki. Notice that since the configuration ma-
trices satisfying C 6= D, also

∑N
j=1 cij = 0 leads to

∑N
j=1 cijΓQ = 0, thus we add
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this term to then end of the equation:

ėi = ẏi − Pẋi

= Ayi +Bg(yi) +
N∑
j=1

dijΓyj + ui − Pf(xi)− P
N∑
j=1

cijΓxj

= Ayi +Bg(yi) +
N∑
j=1

dijΓyj

+ Pf(xi) +
N∑
j=1

bijΓyj − εiei −Bg(Pxi +Q)− A(Pxi +Q)

− Pf(xi)− P
N∑
j=1

cijΓxj

= Aei − εiei +B(g(yi)− g(Pxi +Q))

+
N∑
j=1

(dij + bij)Γyj −
N∑
j=1

cijPΓxj −
N∑
j=1

cijΓQ

(4.2.10)

Secondly, define the non-negative Lyapunov candidate as:

V =
1

2

N∑
i=1

eTi ei +
1

2

N∑
i=1

N∑
j=1

(dij + bij − cij)2

+
1

2

N∑
i=1

1

ki
(εi − ε̄)2

(4.2.11)

where ε̄ is a sufficiently large positive constant to be determined. Then, we can
derive the derivative of V as follows:
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V̇ =
N∑
i=1

eTi [Aei − εiei +B(g(yi)− g(Pxi +Q))]

+
N∑
i=1

eTi

N∑
i=1

N∑
j=1

(dij + bij)Γyj

−
N∑
i=1

eTi

N∑
j=1

cijΓ(Pxj +Q)

−
N∑
i=1

N∑
j=1

(dij + bij − cij)eTi Γyj

+
N∑
i=1

(εi − ε̄)‖ei‖2

=
N∑
i=1

eTi [Aei +B(g(yi)− g(Pxi +Q))]

+
N∑
i=1

N∑
j=1

cije
T
i Γyj − ε̄

N∑
i=1

‖ei‖2

≤
N∑
i=1

(α + βL− ε̄)eTi ei +
N∑
i=1

N∑
j=1

γ|cij|‖ei‖‖ej‖

(4.2.12)

As a result, define e = (‖e1‖, ..., ‖eN‖)T ,Ĉ = (|cij|)N×N , then we can rewrite

(4.2.12) as V̇ ≤ eT [(α + βL− ε̄)IN + ΓĈ]e. In order to ensure network (4.2.5) and
(4.2.6) are synchronized, we need (eT1 , ...e

T
N)T converges to zero as time goes to

infinity, thus select proper value of ε̄ as long as (α + βL − ε̄)IN + ΓĈ is negative
definite.

In the following, based on the theorem, two more alternative adaptive con-
trollers can be directly obtained as long as they satisfy corresponding conditions:

Corollary 4.2.1. Suppose that assumption 3.2.1 holds, the driving network (4.2.5)
and the response network (4.2.6) can realize Linear GS by using the following
adaptive control scheme:

ui = Pf(xi) +
N∑
j=1

bijΓyj − εiei −Bg(Pxi +Q)− A(Pxi +Q) (4.2.13)

ε̇i = ki‖ei‖2 (4.2.14)
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ḃij = −eTi Γyj, cij 6= dij

bij = 0, cij = dij
(4.2.15)

where ei = yi − Pxi −Q and ki is any positive constant for i = 1, 2, ..., N .

Corollary 4.2.2. Suppose that assumption 3.2.1 holds. If the two networks have
the same configuration matrices, i.e., C=D, network (4.2.5) and (4.2.6) can achieve
Linear GS by using the following adaptive controller:

ui = Pf(xi)− εiei −Bg(Pxi +Q)− A(Pxi +Q), ε̇i = ki‖ei‖2, (4.2.16)

where ei = yi − Pxi −Q and ki is any positive constant for i = 1, 2, ..., N .

Remark. Overall, although the theorem proposed with a very weak condition,
i.e., C 6= D, it can be applied to handle the nonidentical topological structures,
non-diffusive structures and two networks having different dynamics in particular.

2. Numerical simulations

Consider the Lü system and Rössler (satisfy Assumption 1 by [19]) system as
the nodes dynamical of the drive and response networks to verify the effectiveness
of the controller construction to achieve linear generalized synchronization:

ẋ = f(x) =

 ρ(x2 − x1)
−x1x3 + υx2

x1x2 − µx3

 (4.2.17)

where ρ = 36,µ = 3,υ = 20.

ẏ = Ay +Bg(y) =

 −y2 − y3

y1 + αy2

β + y3(y1 − γ)

 (4.2.18)

where α = 0.2, β = 0.2, γ = 5.7. Then we have:

A =

 0 −1 −1
1 0.2 0
0 0 −5.7

 , B =

 0 0 0
0 0 0
0 0 1

 , g(y) =

 0
0

y1y3 + β

 (4.2.19)

where ‖A‖ = 5.7898, ‖B‖ = 1.
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Consider the drive network composed of three Lü nodes coupled via following
configuration matrix C:

C =

 −2 1 1
1 −2 1
1 1 −2


and the response network composed of three Rössler nodes coupled via following
configuration matrix D:

D =

 −3 1 2
2 −4 2
2 2 −4


Moreover, we choose P = diag(1,−1, 1),Q = [0, 0, 0]T ,Γ = diag(1, 1.2, 1),bij = 0.5 0.5 0.5

0.5 0.5 0.5
0.5 0.5 0.5

,where each entry∈ (0, 1) ; and initial values of state vectors

X,Y, control variable εi randomly.

Figure 4.3: Synchronization errors between network (4.2.5) and (4.2.6)

Based on the graph above, when suitable εi values are selected, all of the
states error tend to zero; although in this particular example, the z-state error
tends to zero slower than the other two, which requires larger ε value. Thus, two
nonidentical networks achieve synchronization.
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Chapter 5

Network Cluster Synchronization
Techniques

5.1 Cluster Synchronization For Delayed com-

plex Networks Via Periodically Intermittent

Pinning Control

1. Introduction

As discussed previously, in general, N linearly coupled identical systems with
external control can be described as:

ẋi = f(xi) +
N∑
j=1

aijΓxj + ui, i = 1, 2, ..., N (5.1.1)

where xi(t) = (xi1(t), ..., xin(t))T ∈ Rn is the state vector of the ith node, f :
R × Rn → Rn is a smooth nonlinear vector-valued function, which denotes the
dynamical behaviour of each uncoupled node;

∑N
j=1 aijΓxj represents the linear

and local coupling among pairs of connected nodes, where the positive definite
matrix Γ = diag(γ1, ..., γn) denotes the inner coupling matrix, and the network
topology is represented by the outer coupling matrix A = (aij)N×N represent the
coupling configuration of the network,if there is a connection between node i and
j (i 6= j), then aij > 0; aij = 0 otherwise. ui is the external control, if controllers
are added on only a small fraction of network nodes, then it is called the pinning
control problem.

On the one hand, if ‖xi − yi‖ → 0 as t → ∞, i, j = 1, ..., N , we say that the
complete synchronization is realized. On the other hand, if the set of nodes can

73



be divided into m nonempty clusters as:

{1, 2, ..., N} = C1 ∪ C2 ∪ ... ∪ Cm (5.1.2)

where C1 = {1, ..., r1}, C2 = {r1 + 1, ..., r2}, ..., Cm = {rm−1 + 1, ...N} such that
coupled nodes in the same cluster can be synchronized, but there is no synchro-
nization among different clusters, then the network is said to realize the cluster
synchronization. In particular, when m=1, the cluster synchronization is the com-
plete synchronization. In order to avoid undesirable dynamical behaviours such
as oscillation and instability, we consider the cluster synchronization of linearly
coupled systems with time delay by pinning periodically intermittent control:

ẋi = f(xi(t), xi(t− τ)) +
N∑
j=1

aijΓxj + ui, i = 1, 2, ..., N (5.1.3)

Moreover, we will investigate if we can apply the adaptive approach of theocratical
resulted on periodically intermittent control with delay.

2. Preliminaries

Definition 5.1.1. Matrix A = (aij)
N
i,j=1 is said to belong to class A1, if the fol-

lowing conditions are satisfied:
1. aij > 0,i 6= j,aii = −

∑N
j=1,j 6=i aij, i = 1, ..., N ;

2. A is irreducible.
If A ∈ A1 is symmetric, then A belongs to class A2.

Definition 5.1.2. Matrix A = (aij) ∈ RN1×N2 is said to belong to class A3 if its

each row-sum is zero, i.e.,
∑N2

j=1 aij = 0, i = 1, ..., N1.

Definition 5.1.3. Suppose A ∈ RN×N , the indexes 1,...,N can be divided into m
clusters defined by (5.1.2), and the following form holds:

A =


A11 A12 ... A1m

A21 A22 ... A2m

... ... ... ...
Am1 Am2 ... Amm

 (5.1.4)

where Aij ∈ R(ri−ri−1)×(rj−rj−1), r0 = 0, ri is defined by (5.1.2), Aii ∈ A1 and
Aij ∈ A3,i 6= j ∈ 1, ...,m Then A is said to belong to class A4.

Definition 5.1.4. Network (5.1.3) with N nodes is said to realize cluster syn-
chronization, if N nodes can be divided into m clusters as defined by (5.1.2),
such that, for and node i ∈ Ck, k = 1, ...,m, limt→+∞ ‖xi(t) − sk(t)‖ = 0 and
limt→+∞ ‖sk(t)− sl(t)‖ = 0, l 6= k where sk(t) is a trajectory defined by

ṡk(t) = f(sk(t), sk(t− τ)) (5.1.5)
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Assumption 5.1.1. The function f(.,.) is said to satisfy the QUAD condition,
denoted as f(., .) ∈ QUAD(P,∆1,∆2), if there exist three positive definite diagonal
matrices P = diag(p1, ..., pn),∆1 = diag(δ1, ..., δn) and ∆2 = diag(δ

′
1, ..., δ

′
n), such

that for any x(t), y(t) ∈ Rn, the following condition holds:

[x(t)− y(t)]TP [f(x(t), x(t− τ))− f(y(t), y(t− τ))]

≤ [x(t)− y(t)]TP∆1[x(t)− y(t)]+

[x(t− τ)− y(t− τ)]TP∆2[x(t− τ)− y(t− τ)]

(5.1.6)

Lemma 5.1.1. Suppose A ∈ A1 and ε < 0. Then, there exists a positive definite
diagonal matrix Φ = diag(φ1, ..., φN) such that Aε = A+diag(ε, ..., 0) is Lyapunov
stable, i.e.,

ΦAε + ATε Φ < 0 (5.1.7)

Lemma 5.1.2. Let w(t) be a nonnegative function defined on the interval [t0 −
τ,∞], and be continuous on the subinterval [t0,∞]. Assume that the following
inequality holds for t ≥ t0,

ẇ(t) ≤ −aw(t) + bw(t− τ), b > 0 (5.1.8)

1. If a > b, then
w(t) ≤ w̄t0exp{−γ(t− t0)}, t ≥ t0 (5.1.9)

2. If a < b, then
w(t) ≤ w̄t0exp{η(t− t0 + τ)}, t ≥ t0 (5.1.10)

where w̄t0 = supt0−τ≤κ≤t0w(κ), γ > 0 is the smallest real root of the equation

a− γ − bexp{γτ} = 0 (5.1.11)

and η > 0 is the unique root of the equation

− a+ bexp{−ητ} = η (5.1.12)

Notation. If all eigenvalues of a matrix A ∈ RN×N are real, then we sort them as
λ1(A) ≤ λ2(A) ≤ ... ≤ λN(A). Also the symmetrical part of matrix A is defined
as As = (A+AT )/2. A symmetric real matrix A is positive definite (semi-definite)
if xTAx > 0(≥ 0) for all nonzero x, denote as A > 0(A ≥ 0). Then Kronecker
product of and N by M matrix A = (aij and a p by q matrix B is the Np by Mq
matrix A ⊗ B, defined as A ⊗ B = (aijB), and the Kronecker product has the
property (A⊗B)(C ⊗D) = (AC)⊗ (BD)
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Remark. In general, aij > 0(or < 0), i 6= j is regarded as the cooperative (or
competitive) relationship between node i and node j. Thus, A ∈ A4 means that
nodes in the same cluster only have cooperative relationship, while nodes belong-
ing to different clusters can have both cooperative and competitive relationship.
For the delayed differential inequality (5.1.8), when b ≤ 0, the second term can
be just enlarged to zero, so b > 0 is natural. As for parameter a, when a > b, it
becomes the Halanay inequality.

3. Cluster synchronization with static intermittent control

Consider the cluster synchronization in complex dynamical networks with delay
is realized by periodical intermittent pinning control as follows:

ẋrk−1+1 = f(xrk−1+1(t), xrk−1+1(t− τ))

+
N∑
j=1

ark−1+1,jΓxj(t) + gΓ(sk(t)− xrk−1+1(t))

ẋi = f(xi(t), xi(t− τ)) +
N∑
j=1

aijΓxj(t), i = rk−1 + 2, ..., rk

t ∈ [lω, lω + θ], l = 0, 1, 2, ...

ẋi = f(xi(t), xi(t− τ)) +
N∑
j=1

aijΓxj(t), i = 1, ..., N

t ∈ [lω + θ, (l + 1)θ], l = 0, 1, 2, ...

(5.1.13)
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where assume that only the first node in each cluster is pinned with the same
control gain; constant scalar g > 0 is control gain, which means the zoom coefficient
of control strength; ω > 0 is the control period, and θ > 0 is called the control
width (control duration). In addition, time delay is less than the control width,
τ < θ.

Moreover, if node i ∈ Ck, denote ei(t) = xi(t) − sk(t),i = rk−1 + 2, ..., rk,
Ek(t) = (erk−1+1(t)T , ..., erK (t)T )T ,
E(t) = (E1(t)T , ..., Em(t)T )T and F (Ek(t), Ek(t− τ)
= ((f(xrk−1+1(t), xrk−1+1(t− τ))− f(sk(t), sk(t− τ)))T , ...,
(f(xrk(t), xrk(t− τ))− f(sk(t), sk(t− τ)))T )T .
Then for 1 ≤ k ≤ m, l=0,1,2,... we obtain:

Ėk = F (Ek(t), Ek(t− τ)) +
m∑
j=1

(Âkj ⊗ Γ)Ej(t), t ∈ [lω, lω + θ]

Ėk = F (Ek(t), Ek(t− τ)) +
m∑
j=1

(Akj ⊗ Γ)Ej(t), t ∈ [lω + θ, (l + 1)θ]

(5.1.14)

where sub-matrices Âkj are defined as

Âkj = Akj, k 6= j

Âkj = Akk − diag(g, 0, ..., 0), k = j
(5.1.15)

Furthermore, based on (5.1.15) and Lemma 4.1.1, there exist positive definite
diagonal matrices

Φk = diag(φrk−1+1, ..., φrk), k = 1, ...,m (5.1.16)

such that
ΦkÂkk + ÂTkkΦk < 0 (5.1.17)

Without loss of generality, we always assume that maxNi=1φi = 1. Denote a1 =
maxni=1

δ
γ
,

Ā =

 (Φ1Â11)s + a1Φ1 · · · Φ1A1m+ATm1Φm
2

...
. . .

...
ΦmAm1+AT1mΦ1

2
· · · (ΦmÂmm)s + a1Φm

 (5.1.18)

A
¯

=

 (Φ1A11)s + a1Φ1 · · · Φ1A1m+ATm1Φm
2

...
. . .

...
ΦmAm1+AT1mΦ1

2
· · · (ΦmAmm)s + a1Φm

 (5.1.19)
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Theorem 5.1.3. Suppose f(., .) ∈ QUAD(P,∆1,∆2) and τ < θ holds. Then
linearly coupled networks (5.1.13) with periodically intermittent pinning control
can realize cluster synchronization under the following conditions:
1. −a3 < b < a2

2. γ(θ − τ)− η(ω − θ + τ) > 0
where a2 = −2minni=1γiλN(Ā), b = 2maxni=1δ

′
i > 0, and

a3 = 2minni=1γiλN(A
¯

), λN(A
¯

) < 0

a3 = 2maxni=1γiλN(A
¯

), λN(A
¯

) ≥ 0
(5.1.20)

and η > 0 is the unique root of the equation:

a3 + bexp−ητ = η (5.1.21)

and γ > 0 is the smallest real root of the equation:

a2 − γ − bexpγτ = 0 (5.1.22)

Proof. From the definition of ∆1 and Γ, one can get δi = γi
δi
γi

for any i=1,...,n;

thus δ1 ≤ a1Γ, where a1 = maxni=1
δi
γ

. Define the Lyapunov function as

V (t) =
1

2

m∑
k=1

ET
k (t)(Φk ⊗ P )Ek(t) (5.1.23)
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Then when t ∈ [lω, lω + θ], l=0,1,2,...

V̇ (t) =
m∑
k=1

ET
k (t)(Φk ⊗ P )Ėk(t)

=
m∑
k=1

ET
k (t)(Φk ⊗ P )[F (Ek(t), Ek(t− τ)) +

m∑
j=1

(Âkj ⊗ Γ)Ej(t)]

=
m∑
k=1

rk∑
i=rk−1+1

φi(xi(t)− sk(t))TP [f(xi, xi(t− τ))− f(sk(t), sk(t− τ))]

+
m∑
k=1

m∑
j=1

ET
k [(ΦkÂkj)⊗ (PΓ)]Ej(t)

≤
m∑
k=1

ET
k [Φk ⊗ (P∆1)]Ek(t) +

m∑
k=1

ET
k (t− τ)[Φk ⊗ (P∆2)]Ek(t− τ)

+
m∑
k=1

m∑
j=1

ET
k (t)[(ΦkÂkj)⊗ (PΓ)]Ej(t)

≤
m∑
k=1

ET
k [a1Φk ⊗ (PΓ)]Ek(t) +

m∑
k=1

m∑
j=1

ET
k (t)[(ΦkÂkj)⊗ (PΓ)]Ej(t)

+
m∑
k=1

ET
k (t− τ)[Φk ⊗ (P∆2)]Ek(t− τ)

≤ ET (t)[Ā⊗ (PΓ)]E(t)

+max1≤i≤nγ
′

i

m∑
k=1

ET
k (t− τ)[Φk ⊗ P ]Ek(t− τ)

≤ 2min1≤i≤nγiλN(Ā)V (t) + 2max1≤i≤nγ
′

iV (t− τ)

= −a2V (t) + bV (t− τ)

(5.1.24)

Since a2 > b > 0, from Lemma 4.1.2 we obtain

V (t) ≤ V̄ (lω)exp{−γ(t− lω)} (5.1.25)

where V̄ (lω) = suplω−τ≤κ≤lωV (κ),γ > 0 is defined by (5.1.22)
Similarly for t ∈ [lω + θ, (l + 1)θ], l = 0, 1, 2, ..., we have

V̇ (t) ≤ ET (t)[A
¯
⊗ (PΓ)]E(t) + 2max1≤i≤nγ

′

iV (t− τ)

≤ a3V (t) + bV (t− τ)
(5.1.26)

Since b > −a3, from Lemma 4.1.2 we obtain

V (t) ≤ V̄ (lω + θ)exp{η(t− lω − θ + τ)} (5.1.27)
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where η > 0 is defined by (5.1.21). Furthermore, estimate V(t) based on (5.1.25),(5.1.26)
and τ < θ:

1.V (t) ≤ V̄ (0)exp{−γt} for 0 ≤ t ≤ theta
2.V (t) ≤ V̄ (θ)exp{η(t− θ + τ)} ≤ V̄ (0)exp{η(t− θ + τ)− γ(θ − τ)}

By induction, we can derive the estimations of V(t) for any integer l:

a. for any time t, if lω ≤ t ≤ lω + θ, l = 0, 1, ..., then V (t) ≤ V̄ (0)exp{−γ[t− l(ω − θ + τ)] + lη(ω − θ + τ)}
and we obtain V (t) ≤ V̄ (0)exp{−[γ(θ − tau)− η(ω − θ + τ)] t

ω
} in the case of

lω ≤ t.
b. If lω+θ < t < (l+1)ω, l = 0, 1, ..., then V (t) ≤ V̄ (0)exp{η(t− (l + 1)(θ − τ))− γ(l + 1)(θ − τ)}
and we obtain V (t) ≤ V̄ (0)exp{−[γ(θ − tau)− η(ω − θ + τ)] t

ω
} in the case of

t ≤ (l + 1)ω.

Therefore, for any t ≥ 0, we have:
V (t) ≤ V̄ (0)exp{−[γ(θ − tau)− η(ω − θ + τ)] t

ω
}; which means as γ(θ−τ)−η(ω−

θ+ τ) > 0, ei(t)→ 0 when t→∞. Hence the cluster synchronization is realized.

Remark. Based on (5.1.22), γ increases as a2 increases; hence in order to make
γ(θ − τ) − η(ω − θ + τ) > 0, we have to make a2 large enough as well as λN(Ā)
is negative enough. Meanwhile, since (ΦkĀkk), k = 1, ...,m are negative definite,
thus making it large enough is the effective way to achieve cluster synchronization.

4. Cluster synchronization with adaptive intermittent control
The adaptive method allows the intermittent control gain g to be time varying

like g ·H(t), then introduce the following lemma to support the theoretical result.

Lemma 5.1.4. Suppose

ẋt = M(x(t), x(t− τ))−H(t)x(t) (5.1.28)

where x ∈ R,M(., .) : R×R→ R is continuous and satisfies xM(x(t), x(t− τ)) ≤
LMx

2(t) + L̃Mx
2(t− τ), where LM > 0, L̃M > 0, and M(0, 0) = 0. Function

H(t) : {0 ∪R+ → R is the adaptive intermittent feedback control gain defined as:

H(t) = 0, t = 0

H(t) = H(lω + θ), t = (l + 1)ω

H(t) = 0, lω + θ < t < (l + 1)ω

(5.1.29)

and
Ḣ(t) = max

t−τ≤κ≤t
x2(κ), lω ≤ t ≤ lω + θ (5.1.30)
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where l=0,1,..., then limt→∞ x(t) = 0.

Based on system (5.1.13), the dynamical behavior with adaptive intermittent
pinning control is described as follows:

ẋrk−1+1 = f(xrk−1+1(t), xrk−1+1(t− τ))

+
N∑

j*Ck

ark−1+1,jΓxj(t) +H(t)
N∑

j∈Ck

ark−1+1,jΓxj(t)

+ gH(t)Γ(sk(t)− xrk−1+1(t))

ẋi = f(xi(t), xi(t− τ)) +
N∑

j*Ck

aijΓxj(t) +H(t)
N∑

j∈Ck

aijΓxj(t)

i = rk−1 + 2, ..., rk, t ∈ [lω, lω + θ], l = 0, 1, 2, ...

ẋi = f(xi(t), xi(t− τ)) +
N∑
j=1

aijΓxj(t), i = 1, ..., N

t ∈ [lω + θ, (l + 1)θ], l = 0, 1, 2, ...

(5.1.31)

With the same notations as those in Theorem 4.1.3, for 1 ≤ k ≤ m, we have

Ėk = F (Ek(t), Ek(t− τ)) +
m∑

j=1,j 6=k

(Âkj ⊗ Γ)Ej(t)

+H(t)
m∑

j=1,j 6=k

(Âkk ⊗ Γ)Ek(t)

t ∈ [lω, lω + θ], l = 0, 1, 2, ...

Ėk = F (Ek(t), Ek(t− τ)) +
m∑
j=1

(Akj ⊗ Γ)Ej(t)

t ∈ [lω + θ, (l + 1)θ], l = 0, 1, 2, ...

(5.1.32)

where the adaptive control gain H(t) is defined by (5.1.29) with the adaptive rule:

Ḣ(t) = h

m∑
k=1

rk∑
rk−1+1

max
t−τ≤κ≤t

‖xi(κ)− sk(κ)‖2 (5.1.33)

where h > 0 and lω ≤ t ≤ lω + θ, l=0,1,2,...
Furthermore, apply Lemma 4.1.4 to system (5.1.31), the following theorem of

the cluster synchronization with adaptive intermittent control is introduced:
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Theorem 5.1.5. If function f(., .) satisfied the QUAD condition and τ < θ, then
linearly coupled networks (5.1.32) with adaptive rules (5.1.29) and (5.1.33) can
realize cluster synchronization.

Proof. We can first rewrite (5.1.32) as:

Ė(t) = F (E(t), E(t− τ)) + (Ã⊗ Γ)(t) +H(t)(Ǎ⊗ Γ)E(t)

t ∈ [lω, lω + θ], l = 0, 1, 2, ...

Ė(t) = F (E(t), E(t− τ)) + (A⊗ Γ)E(t)

t ∈ [lω + θ, (l + 1)θ], l = 0, 1, 2, ...

(5.1.34)

where Ã = Â− Ǎ and Ǎ = diag(Â11, ..., Âmm). Then define a function:

F̄ (E(t), E(t− τ)) = F (E(t), E(t− τ)) + (Ã⊗ Γ)E(t)

t ∈ [lω, lω + θ]

F̄ (E(t), E(t− τ)) = F (E(t), E(t− τ)) + (A⊗ Γ)E(t)

t ∈ [lω + θ, (l + 1)θ]

(5.1.35)

which (5.1.34) can be stated as:

Ė(t) = F̄ (E(t), E(t− τ)) +H(t)(Ǎ⊗ Γ)E(t) (5.1.36)

Moreover, define
L1 = max1≤i≤n δi + max1≤n γi ·max{‖A‖2, ‖Ã‖2},
L2 = max1≤i≤n δ

′
i. Then:

E(t)T (I ⊗ P )F̄ (E(t), E(t− τ))

≤ E(t)T (I ⊗ P )F (E(t), E(t− τ))

+ max
1≤n

γi ·max{‖A‖2, ‖Ã‖2}E(t)T (I ⊗ P )E(t)

≤ max
1≤n

δiE(t)T (I ⊗ P )E(t) + max
1≤n

δ
′

iE(t− τ)T (I ⊗ P )E(t− τ)

+ max
1≤n

γi ·max{‖A‖2, ‖Ã‖2}E(t)T (I ⊗ P )E(t)

(5.1.37)
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Lastly, we choose the Lyapunov candidate as:
V (t) = 1

2
E(t)T (Φ⊗ P )E(t), where Φ is defined in (5.1.16), then

V̇ (t) = 2E(t)T (Φ⊗ P )[F̄ (E(t), E(t− τ)) +H(t)(Ǎ⊗ Γ)E(t)]

= 2E(t)T (Φ⊗ P )F̄ (E(t), E(t− τ))

+ 2H(t)E(t)T (Φ⊗ P )(Ǎ⊗ Γ)E(t)

≤ E(t)T (I ⊗ P )F̄ (E(t), E(t− τ))− 2|λ∗| min
1≤i≤n

γiH(t)V (t)

(5.1.38)

where λ∗ = maxk=1,...,m λrk{ΦkÂkk}s < 0.
Consequently, from the results of Lemma 4.1.4, we are able to obtain limt→∞ V (t) =

0, which means limt→∞E(t) = 0. Thus, cluster synchronization is realized.

Remark.
1. When m=1, the coupled network (5.1.32) with adaptive rules (5.1.29) and
(5.1.33) leads to complete synchronization with adaptive intermittent control.
2. If f=0, then coupled network (5.1.32) with adaptive rules (5.1.29) and (5.1.33)
can realize cluster consensus.

5. Numerical Simulation
Consider a linearly coupled with delay, and suppose the network can be divided

into two clusters: C1 = {1, 2}, C2 = {3, 4, 5}. Suppose the intermittent controllers
with constant control gain g=1 are added to nodes 1 and 3 only, then the network
can be described as follows:

ẋ1(t) = f(x1(t), x1(t− τ)) +
5∑
j=1

a1jΓxj(t) + Γ(s1(t)− x1(t))

ẋ3(t) = f(x3(t), x3(t− τ)) +
5∑
j=1

a3jΓxj(t) + Γ(s2(t)− x3(t))

ẋi(t) = f(xi(t), xi(t− τ)) +
5∑
j=1

aijΓxj(t), i = 2, 4, 5

t ∈ [lω, lω + θ], l = 0, 1, 2, ...

ẋi(t) = f(xi(t), xi(t− τ)) +
5∑
j=1

aijΓxj(t), i = 1, 2, 3, 4, 5

t ∈ [lω + θ, (l + 1)ω], l = 0, 1, 2, ...

(5.1.39)

where trajectories si(t) are defined by ṡi(t) = f(si(t), si(t)). Then the error net-
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work can be obtained as:

Ė1(t) = F (E1(t), E1(t− τ)) + (Â11 ⊗ Γ)E1(t) + (Â12 ⊗ Γ)E2(t)

Ė2(t) = F (E2(t), E2(t− τ)) + (Â21 ⊗ Γ)E1(t) + (Â22 ⊗ Γ)E2(t)

ift ∈ [lω, lω + θ], l = 0, 1, 2, ...

Ė1(t) = F (E1(t), E1(t− τ)) + (A11 ⊗ Γ)E1(t) + (A12 ⊗ Γ)E2(t)

Ė2(t) = F (E2(t), E2(t− τ)) + (A21 ⊗ Γ)E1(t) + (A22 ⊗ Γ)E2(t)

ift ∈ [lω + θ, (l + 1)ω], l = 0, 1, 2, ...

(5.1.40)

Moreover, we set up values of series of parameters needed as follows: Â = A11 −

diag(g, 0) =

(
−1 1
2 −2

)
−
(

1 0
0 0

)
=

(
−2 1
2 −2

)
, Â12 = A12 =

(
2 3 5
0 4 −4

)
,

Â21 = A21 =

 −2 2
−2 2
3 −3

, Â22 = A22 − diag(g, 0, 0) =

 −1 1 0
0 −1 1
1 1 −2

 − 1 0 0
0 0 0
0 0 0

 =

 −2 1 0
0 −1 0
1 1 −2

 and the dynamics of uncoupled system is de-

scribed by Chua oscillator:

ẋ(t) = f(x(t), x(t− τ)) = Cx(t) + g1(x(t)) + g2(x(t− τ)) (5.1.41)

where x(t) = (x1(t), x2(t), x3(t))T ∈ R3,C =

 −δ(1 + b) δ 0
1 −1 1
0 −η −%

, g1(x(t)) =

(−1
2
δ(a−b)(|x1(t)+1|−|x1(t)−1|), 0, 0)T ∈ R3, g2(x(t−τ)) = (0, 0,−ηεsin(vx1(t− τ)))T ∈

R3, and δ = 10,η = 19.53,% = 0.1636,a = −1.4325,b = −0.7831,v = 0.5,ε =
0.2,τ = 0.02. Moreover, assume P=I and e(t) = x(t)− s(t) = (e1(t), e2(t), e3(t))T

to get appropriate δ1,δ2 satisfying QUAD condition:

[x(t)− s(t)]T [f(x(t), x(t− τ))− f(s(t), s(t− τ))]

≤ 11.3931e(t)T e(t) + 0.9765e(t− τ)T e(t− τ)
(5.1.42)

and assume Γ = I, ω = 2, θ = 1; Φ1 = I, Φ2 = 0.2244 ∗ I by LMI tools.
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Figure 5.1: Error network with cluster 1

Figure 5.2: Error network with cluster 2

The figure 1 and 2 show the cluster synchronization cannot be realized. Based
on Theorem 1, since here we have a3 = 25.8918, b = 1.953, a2 = −24.9836, then
−a3 < b < a2 is false. Therefore, we increase the scale of (ΦkkÂkk)

s by a positive
constant c. (i.e., c=640)
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Figure 5.3: Error network with cluster 1

Figure 5.4: Error network with cluster 2

The figure 3 and 4 show the cluster synchronization is realized very fast with
errors reduce to zero in a short time.
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Remark. First of all, since we are dealing with linearly coupled identical systems,
we can choose the ”first” node in each cluster freely; the stability behaviors may
vary by setting different nodes in each cluster otherwise; however, in this paper,
no matter the dynamical behaviours among nodes are identical or not, they are all
obtained to satisfy the QUAD condition and ΦkÂkk < 0 negative enough, hence
there will be no significant difference by assigning controller to different nodes.
Secondly, since dynamics of all nodes are identical in the numerical example as
well as the dynamics are chaotic (Chua oscillator), we can choose distinct initial
dynamical conditions to ensure si(t) are distinct even they are not particularly
given in the paper. At last, even the cluster synchronization is realized, the value
of c is much larger than we need in fact; thus we can apply the adaptive controller
gH(t) based on Theorem 4.1.5, in this case with adaptive rules (Matlab code
omitted):

Ḣ(t) = 0.1 ∗ max
t−τ≤κ≤t

(
2∑
i=1

‖xi(κ)− s1(κ)‖

+
5∑
i=3

‖xi(κ)− s1(κ)‖)
(5.1.43)

Figure 5.5: Error networks of both clusters with adaptive controller H(t)

From figure 5, it only requires control gain to be approximately 16.9228 to
realize cluster synchronization, which is indeed far less then 640 with static inter-
mittent control gain. In general, adaptive intermittent control is more practical
and eco-friendly.
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5.2 Impulsive cluster synchronization of chaotic

systems subject to time delay

1. Introduction
As an extension of both cluster synchronization [24] and impulsive synchroniza-

tion [25], we investigate the cluster synchronization via impulsive control. Due to
the complication of deriving theoretical analysis, however, we will mainly take ad-
vantage of numerical simulation in order to exam the properties which lead to the
synchronization.

2. Model construction
According to [24], consider a linearly coupled network with delay, and suppose

the network can be divided into two clusters: C1 = {1, 2} and C2 = {3, 4, 5},
where 1,2,3,4,5 represent five nodes. Meanwhile, the dynamical system for each
node is chosen to be:

u̇(t) = u(t) + Φ2(u(t), x(t− τ), u(t− r)), t 6= τk

∆u(t) = −Bke(t)
(5.2.1)

where it is the receiver end of Chaos-based communication system in [2]. And
since it is dependent on the transmitter end:

ẋ(t) = Ax(t) + Φ1(x(t)) (5.2.2)

and we have two clusters, hence we introduce two distinct transmitter systems:
one connects to two receiver nodes, and the other connects three receiver nodes.

Remark. Since the controller already exists to be the impulsive controller on
each single node, we will focus on determining the proper coupling matrix to real-
ize cluster synchronization numerically; for simplicity, we will keep the dynamical
systems for all nodes in the same cluster identical. By inspection, we expect the
coupling matrix which satisfy either the conditions in Theorem 1 or Definition 3
in [25], could effect the impulsive cluster synchronization as well.
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3. Numerical simulation
Particularly, we set up the following two transmitter systems, consider the

Chua circuit:

ẋ1 = a1[x2 − h(x1)]

ẋ2 = x1 − x2 + x3

ẋ3 = −a2x2

(5.2.3)

where h(x1) = m1x1 + 1
2
(m0 −m1)(|x1 + a3| − |x1 − a3|). The first system with

a1 = 9,a2 = 14.286,a3 = 1,m0 = −1
7
,m1 = 1.5

7
; and the second one with a1 =

9,a2 = 14.286,a3 = 1,m0 = −8
7
,m1 = 5

7
.

Notice that according to [25] and following graphs, the impulsive system syn-
chronization has been achieved for both transmitter systems with their correspond-
ing receiver systems:

Figure 5.6: Impulsive synchronization with first transmitter

Figure 5.7: Impulsive synchronization with second transmitter
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Case 1. In this case, the following coupling matrix which holds all conditions of
Theorem 1 and Definition 3 in [24] for the five receiver nodes:

A =


−143.616 143.616 2 3 −5
287.232 −287.232 0 4 −4
−2 2 −640 640 0
−2 2 0 −640 640
3 −3 640 640 −1280

 (5.2.4)

Figure 5.8: Errors between node 1 and 2

Figure 5.9: Errors between node 3 and 4
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Figure 5.10: Errors between node 3 and 5

Figure 5.11: Errors between node 4 and 5

Based on the graphs above, the numerical simulations indicate that the coupling
matrix which satisfy both the conditions in Theorem 1 and Definition 3 in [24]
generates impulsive cluster synchronization. Due to the choice of matrix, the
errors converge to zero rapidly.
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Case 2. In this case, we consider the coupling matrices where Definition 3 holds
but fails to hold all conditions in Theorem 1 in [24]. (i.e., aii = −

∑N
j=1,j 6=i aij, i =

1, .., N):

A1 =


−1 1 2 3 −5
2 −2 0 4 −4
−2 2 −1 1 0
−2 2 0 −1 1
3 −3 1 1 −2

 (5.2.5)

A2 =


5 −5 4 3 −1
2 −2 0 4 −4
−2 2 −1 1 0
−2 2 0 −1 1
1 −1 0 1 −1

 (5.2.6)

A1:

Figure 5.12: Errors between node 1 and 2
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Figure 5.13: Errors between node 3 and 4

Figure 5.14: Errors between node 3 and 5
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Figure 5.15: Errors between node 4 and 5

A2:

Figure 5.16: Errors between node 1 and 2
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Figure 5.17: Errors between node 3 and 4

Figure 5.18: Errors between node 3 and 5
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Figure 5.19: Errors between node 4 and 5

Based on the graphs above, the numerical simulations indicate if only the
Definition 3 in [24] holds, two opposite error behaviours occur. This suggests
there exists more factors to consider when designing the coupling matrix, and its
theoretical analysis can be a potential research area to explore in the future.
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Case 3. In this case, we consider the coupling matrix where both Definition 3
and all conditions in Theorem 1 in [24] fails:

A =


−5 1 2 4 −5
2 −2 0 5 −4
−2 4 −1 2 0
−2 5 2 −1 1
3 −3 7 1 −2

 (5.2.7)

Figure 5.20: Errors between node 1 and 2

Figure 5.21: Errors between node 3 and 4
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Figure 5.22: Errors between node 3 and 5

Figure 5.23: Errors between node 4 and 5

Based on the graphs above, the numerical simulations indicate the impulsive
cluster synchronization cannot be realized if both requirements fail.

Remark. Even the pattern of numerical simulation is limited without combin-
ing the theocratical results, but it still reveals that Theorem 1 and Definition 3
in [24] are the sufficient conditions to obtain impulsive cluster synchronization as
well. Moreover, such requirements could also be the potential requirements to
other types of cluster synchronization, besides pinning intermittent and impulsive
control.
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Chapter 6

Conclusion

In this report, the synchronization of both chaos systems and networks have been
summarized comprehensively. Specifically, by generating the system synchroniza-
tion in terms of linear feedback control, decoupling feedback control, adaptive
control, delay synchronization, robust control, nonlinear control, sliding mode con-
trol, impulsive control (with time delay) and projective synchronization; then the
synchronization with identical or nonidentical networks as well as cluster synchro-
nization.In general, we can import these synchronization methods to the broad
range of ODE,DDE systems and complex networks in analyzing real applications.
Conclusively, to achieve the synchronization in practice will be the matter of de-
signing appropriate controllers with consideration of pros and cons such as timing,
storage or prime cost etc.

Moreover, our numerical simulations on each category are also consistently ap-
plied to support the effectiveness of the theoretical approaches. The numerical
experiments performed with cross using of Euler and Runge-Kutta methods in or-
der to maintain high algorithm stability and accuracy. The aim of theses numerical
simulations mainly focus on detecting the convergence behaviours of error systems
(networks) generated by corresponding drive and response systems (networks).

Longitudinally, once we understand these fundamental process combine with
numerical simulations, many potential researches can be considered as directions
for further work, such as 3D chaotic cipher for encrypting two data streams simul-
taneously, exponential synchronization of fractional-order complex networks via
pinning impulsive control etc. Thus, more and more complex scenarios can be
involved into the chaos synchronization in many real world fields.
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