
Additivity of Factor Effects in Reading Tasks Is Still a Challenge for
Computational Models: Reply to Ziegler, Perry, and Zorzi (2009)

Derek Besner and Shannon O’Malley
University of Waterloo

J. C. Ziegler, C. Perry, and M. Zorzi (2009) have claimed that their connectionist dual process model
(CDP�) can simulate the data reported by S. O’Malley and D. Besner. Most centrally, they have claimed
that the model simulates additive effects of stimulus quality and word frequency on the time to read aloud
when words and nonwords are randomly intermixed. This work represents an important attempt given
that computational models of reading processes have to date largely ignored the issue of whether it is
possible to simulate additive effects. Despite CDP�’s success at capturing many other phenomena, it is
clear that CDP� fails to capture the full pattern seen with skilled readers in these experiments.
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Computational modeling of processes that subserve reading
aloud in both skilled readers and those with developmental or
acquired dyslexia has a relatively brief history in cognitive psy-
chology. Nonetheless, there has been broad, deep, and rapid de-
velopment, and these efforts have been highly successful on a
number of fronts. For example, some of these models can simulate
the well-documented main effects (in studies of skilled readers) of
word frequency, spelling–sound regularity, lexical density, consis-
tency, letter length, and pseudohomophony, among others. There
are also successful simulations of prominent two-way interac-
tions—such as Frequency � Regularity, Serial Position � Regu-
larity, and Lexicality � Letter Length—and even three-way inter-
actions between Orthography, Frequency, and Regularity, and
between Repetition, Frequency, and Regularity (e.g., see Colt-
heart, Rastle, Perry, Langdon, & Ziegler, 2001; Perry, Ziegler, &
Zorzi, 2007).
To date, however, computational modelers of reading-related

processes have largely ignored the issue of whether it is possible to
simulate additive effects of factors on reaction time (RT; but see
Besner, Wartak, & Robidoux, 2008; Plaut & Booth, 2000, 2006).
It is unclear why there is so little interest in this issue, but one
hypothesis is that—following the seminal work of McClelland and
Rumelhart (1981; see also McClelland, 1987)—the dominant
framework for language processing consists of interactive activa-
tion. The problem is that this framework does not lend itself to the
standard interpretations of additive effects on RT: Namely, that (a)
additive effects of two factors reflect two serially arranged and

discrete processes, each affected by a different factor (e.g., Process
A is affected by Factor g but not Factor h, and Process B is affected
by Factor h but not Factor g; see Sternberg, 1969, 1998) or (b)
cascaded processing in which Process A is affected by Factor g but
not Factor h, and Process C is affected by Factor h but not Factor
g (McClelland, 1979; see also Roberts & Sternberg, 1993; note
also that there are some boundary conditions that need to be
respected for a cascade account to produce additive effects on
mean RT). Indeed, Besner (2006) has speculated that purely in-
teractive activation (IA) models of reading processes may be
unable to simulate systematically additive effects of two factors on
RT. If this speculation is correct, then, to the extent that there are
demonstrations of such additivity in skilled readers, a purely IA
model would be ruled out. The computational issue has yet to be
resolved (but see Besner, 2006, for a number of examples of
additive effects in reading tasks, and Yap, Balota, Tse, & Besner,
2008, for new demonstrations of additive effects of stimulus qual-
ity and word frequency in lexical decision that extend through
much of the RT distribution).
A related but distinct question is whether any current computa-

tional model of reading processes can simulate additive effects of
two factors on RT. This is a distinct question because the most
successful models do not consist of processes that are all engaged
in IA. Rather, these models include some processes that are en-
gaged in IA, others that are only cascaded, and still other processes
that are discrete (thresholded). Both Coltheart et al.’s (2001)
dual-route cascaded model (DRC) and Perry et al.’s (2007) con-
nectionist dual process model (CDP�) are instances of such hy-
brid models.
Given this background, we now address the commentary pro-

vided by Ziegler, Perry, and Zorzi (2009; hereafter referred to as
ZPZ) in response to O’Malley and Besner (2008). To recapitulate
the point addressed by ZPZ, O’Malley and Besner reported a
three-way interaction in the context of reading aloud in which the
joint effects of word frequency and stimulus quality interact when
only words appear in the list but are additive when nonwords are
randomly intermixed with the words. O’Malley and Besner sug-
gested that these results pose an important challenge for all current
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computational models of the processes involved in reading aloud.
Their claim was that the observed pattern is most easily explained
in terms of the idea that when nonwords are mixed with the words,
the output of the letter level is thresholded so as to help prevent
lexicalization errors (reading a nonword as a word), particularly so
when the stimulus is low quality. However, when words are
blocked, then processing across feature, letter, and input lexical
levels is, minimally, cascaded (and may be engaged in IA).
ZPZ take up O’Malley and Besner’s challenge in the context of

their CDP� model. ZPZ’s central claim is that their CDP� model
does indeed simulate additive effects of these two factors in the
context of reading aloud. We comment briefly on ZPZ’s results,
and we report some new simulations. Our conclusion is that the
inferences that ZPZ draw from their results are not warranted.
CDP� does not, at present, capture additivity of factor effects
from the experiments reported by O’Malley and Besner (2008),
and it does not capture the relation between stimulus quality and
lexicality seen in these experiments. We make 2 main points.

1. The Error Problem

When cognitive psychologists do speeded reading aloud exper-
iments they typically emphasize accuracy, and the primary depen-
dent measure is RT. However, they also report and consider the
error data. Claims about additivity of factor effects in the RT data
are, naturally, constrained by the pattern in the error data. ZPZ do
not discuss the distribution of errors across the four conditions in
their simulation of O’Malley and Besner’s (2008) Experiment 3,
and they do not report them in their figures. However, they do
provide an item appendix that contains this information. The
percentage of error for the four conditions can be seen in Table 1.
This table shows that there is a large interaction in which CDP�
makes the most errors in the low-stimulus quality condition for
low-frequency words (17.4%), whereas the other three conditions
yield a negligible number of errors (less than 3.0%). This interac-
tion is significant, F(1, 134) � 8.6, MSE � 0.026, p � .01. The
additive effects seen in the cycles to criterion data are therefore
qualified by the presence of this substantial interaction in the error
data. Note that when the item set from Experiment 1 of O’Malley

and Besner is run through CDP� it also produces an interaction in
the error data, F(1, 132) � 7.0, MSE � 0.024, p � .01. These data
can also be seen in Table 1.
It might, at first blush, be argued that the additivity between

word frequency and stimulus quality in the cycles data and the
interaction seen in the error data is not problematic for CDP�
because this is the pattern seen in 2 of the 3 experiments reported
by O’Malley and Besner (2008). However, O’Malley and Besner
discussed this issue at some length. They pointed out that when a
median split of the data is performed on the basis of overall errors
across all three of their experiments, the group that made more
errors produced additive effects in RT but an interaction in the
error data, whereas the group that made fewer errors had additive
effects in both RT and errors. They therefore suggested that when
there is additivity in RT but an interaction in the error data,
subjects are trading speed for accuracy. The critical data to pay
attention to are when the additivity in the RT data is not contra-
dicted by an interaction in the error data. These data are not
simulated by CDP� given that the simulation produces a very
large interaction in the error data, but subjects produce no such
interaction.

On the Nature of the Errors Produced by CDP�

It is also instructive to consider the nature of the items that
produce errors in the low-frequency, low-stimulus quality condi-
tion in the simulation of Experiment 3 by CDP�. Examination of
these items (which can be seen in the appendix of the ZPZ’s
article) reveals that 10 of 11 of them are exception words according
to CDP� (though note that 5 of these items are not exception
words according to DRC). That is, they violate the typical
spelling–sound correspondence rules (e.g., PINT would be pro-
nounced as in MINT, DINT, LINT; HAVE would be pronounced as
in CAVE, RAVE, SAVE, GAVE). In contrast, in Experiment 3 of
O’Malley and Besner (2008), none of the subjects produced an
error to 8 of 11 of these items. Furthermore, errors by subjects
were spread across a wide range of the remaining 58 items selected
by ZPZ. In short, the distribution of the errors in this condition by
skilled readers looks nothing like the errors produced by CDP�.
A more important point concerns why CDP� produces errors to

exception words in this condition. The answer is straightforward.
A central and well-known issue in dual-route models with lexical
and nonlexical routines (as in CDP� and DRC) concerns the
balance between these routes (i.e., their relative strength). If the
nonlexical route is too strong relative to the lexical route, then
the model will make errors to many low-frequency exception
words, whereas if the lexical route is too strong relative to the
nonlexical route, then the model will not produce what is seen with
skilled readers: a regularity effect (slower responses to lower
frequency exception words than to matched regular words). What
ZPZ did to try and simulate additivity between word frequency and
stimulus quality when words and nonwords were mixed together
was to reduce the strength of the lexical route. In short, they
ignored the balance problem identified above with the conse-
quence that the model makes a number of errors to the low-
frequency exception words in the low-stimulus quality condition.
In other words, the particular parameter setting that ZPZ chose is
contraindicated for the result that they wish to produce when the
item set contains low-frequency exception words.

Table 1
Percentage of Errors Made by CDP� to the Single-Syllable
Words From O’Malley and Besner (2008) in Experiments 1, 2
and 3, in Which the Letter to Orthography Parameter Is
Changed From .075 to .0598 and Low-Stimulus Quality Is
Simulated by Reducing Feature to Letter Level Activation
From .005 to .001

Item type

Error %

Clear Degraded

Items from Experiments 1 and 2
Low frequency 2.9 12.9
High frequency 4.6 4.6

Items from Experiment 3
Low frequency 2.9 17.4
High frequency 1.5 1.5

Note. CDP� � Perry, Ziegler, and Zorzi’s (2007) connectionist dual
process model.
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Some readers might assume that the outcome that ZPZ wish to
produce could be obtained by a smaller reduction in the strength of
the lexical pathway than used at present. We do not see how this
could work given that using CDP�’s default parameter set pro-
duces an interaction between stimulus quality and regularity in
which exception words are slowed more by low-stimulus quality
and produce more errors than regular words. Weakening the con-
nections between letter and orthographic input lexicon simply
makes that interaction larger (Besner, O’Malley, Robidoux, &
Fox, 2008). We therefore conclude that an approach that only
reduces the strength of the connections between the letter level and
the orthographic lexicon so as to produce additive effects of
stimulus quality and word frequency when reading aloud is not
workable. Whether this approach would work when combined
with some other parameter adjustment(s) is currently unknown.

2. The Joint Effects of Stimulus Quality and Lexicality

ZPZ emphasized that the CDP� model’s nonlexical route is
thresholded, whereas the lexical route is cascaded and engaged in

feedback between several levels. They also emphasized that this
thresholding is central to any attempt to simulate additivity of
stimulus quality and word frequency. We would like to emphasize
that whatever approach is adopted in the future will also need to
address other results that are seen within the experiments reported
by O’Malley and Besner (2008)—in particular, whether such a
model simulates the relation between the effect of stimulus quality
and lexicality (words vs. nonwords). Below, we report several
analyses of variance (ANOVAs) for both the subject and item
analysis for all three experiments reported by O’Malley and
Besner along with simulation data from CDP�.
In Experiment 1, there was a main effect of stimulus quality,

F1(1, 31) � 59.1, MSE � 2,805, p � .001, F2(1, 398) � 1193.6,
MSE � 885, p � .001; a main effect of lexical status, F1(1, 31) �
47.9, MSE � 1,347, p � .001, F2(1, 398) � 158, MSE � 2,668.5,
p � .001; but no interaction, F1(1, 31) � 0.6, MSE � 134.6, p �
.40, F2(1, 398) � 0.35, MSE � 885, p � .50. In the error analysis,
there was a main effect of stimulus quality, F1(1, 31) � 5.8,
MSE � 5.5, p � .05, F2(1, 398) � 8.4, MSE � 23.5, p � .01; a
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Figure 1. Mean reaction times (RTs; in milliseconds) and percentage errors (in parentheses) from O’Malley
and Besner’s (2008) Experiments 1 and 2 as a function of stimulus quality and lexicality along with mean cycles
to criterion and percentage error in CDP� for the single-syllable items from these experiments. CDP� � Perry,
Ziegler, and Zorzi’s (2007) connectionist dual process model.
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main effect of lexicality, F1(1, 31)� 103.1,MSE � 6.1, p � .001,
F2(1, 398) � 78.3, MSE � 23.5, p � .001; and no interaction,
F1(1, 31) � 0.10, MSE � 4.4, p � .50, F2(1, 398) � 0.13, MSE �
23.5, p � .70.
In Experiment 2, there was a main effect of stimulus quality,

F1(1, 31) � 164.9, MSE � 730, p � .001, F2(1, 398) � 548,
MSE � 1,318, p � .001; a main effect of lexical status, F1(1,
31) � 74, MSE � 1,059, p � .001, F2(1, 398) � 141, MSE �
3,772, p � .001; but no interaction, F1(1, 31) � 0.007, MSE �
135, p � .90, F2(1, 398) � 0.004, MSE � 1,317, p � .90. In the
errors analysis, there was a main effect of stimulus quality, F1(1,
31) � 22.7, MSE � 28.4, p � .001, F2(1, 398) � 37.4, MSE �
35.7, p � .001; and a main effect of lexicality, F1(1, 31) � 55,
MSE � 28.4, p � .001, F2(1, 398) � 129.6, MSE � 76, p � .001.
There was also an interaction in which there was a larger effect of
stimulus quality for nonwords, F1(1, 31) � 3.8, MSE � 9.1, p �
.06, F2(1, 398) � 6.5, MSE � 35.7, p � .05.
Finally, in O’Malley and Besner’s (2008) Experiment 3 (using

only the data from the condition in which words and nonwords are
intermixed), there is a main effect of stimulus quality, F1(1, 31) �
298, MSE � 1,364, p � .001, F2(1, 398) � 2,501, MSE � 999,
p � .001; a main effect of lexicality, F1(1, 31)� 144,MSE � 682,
p � .001, F2(1, 398) � 193.6, MSE � 3,060, p � .001; and no
interaction, F1(1, 31) � 1.9, MSE � 157.4, p � .15, F2(1, 398) �
1.3, MSE � 999, p � .20. In the error analysis, there was a main
effect of stimulus quality, F1(1, 31) � 36.5, MSE � 13.60, p �
.001, F2(1, 398) � 79.9, MSE � 38.7, p � .001; and a main effect
of lexicality, F1(1, 31) � 44.3, MSE � 38.3, p � .001, F2(1,
398)� 135,MSE � 78.7 p � .001. Again, there was an interaction
in which there was a larger effect of stimulus quality for nonwords,
F1(1, 31) � 6.1, MSE � 7.8, p � .05, F2(1, 398) � 7.6, MSE �
38.7, p � .01.
The RT data are clear. All three experiments yielded additive

effects of stimulus quality and lexicality. The error data undermine
the interpretation the claim that the RT data are genuinely additive.
The interaction in the error data for Experiments 2 and 3 is
consistent with the suggestion that subjects sometimes prematurely
generate a pronunciation, particularly so when stimulus quality is
low, and when they do so they generate an error. As we noted
earlier, O’Malley and Besner (2008) discussed this possibility in

detail when considering the error data in response to words by
doing a median split based on total number of errors. Subjects who
made more errors yielded additivity between stimulus quality and
word frequency in RT but an interaction in the error data. Subjects
who made fewer errors yielded additive effects in both RT and
errors. We have not had a chance to explore whether this conclu-
sion also applies to the nonwords data noted here. Further, there
may be other reasons why the nonwords are more impaired by low
stimulus quality than the words (e.g., the letters may be more
confusable with each other than they are for the words; see Fiset,
Arguin, Bub, Humphreys, & Riddoch, 2005). For present pur-
poses, however, the important point is that nonwords are not less
impaired by stimulus quality than are the words.
Does CDP� simulate the relation between lexicality and stim-

ulus quality observed for the skilled readers? In a word: no. We
conducted two simulations with CDP� using the single-syllable
items from O’Malley and Besner’s (2008) experiments. Following
ZPZ, the lexical route was de-emphasized (letter to orthographic
input lexicon activation was reduced from .075 to .0598), and a
reduction in stimulus quality was simulated by reducing feature to
letter level activation from .005 to .001. The first simulation used
the single-syllable words and nonwords from Experiments 1 and 2
of O’Malley and Besner (2008; all items means from the experi-
ments and simulation means are available upon request). A 2
(Stimulus Quality) � 2 (Lexical Status) ANOVA yielded a main
effect of stimulus quality, F(1, 304) � 20,229, MSE � 50.9, p �
.001, and a main effect of lexicality, F(1, 304) � 161, MSE �
1,184, p � 001. Critically, there is an interaction between stimulus
quality and lexicality in which the effect of low stimulus quality is
smaller for nonwords than for words, F(1, 304) � 719, MSE �
50.9, p � .001. Obviously, there is nothing in the error data that
undermines interpretation of the RT data (see Figure 1).
The second simulation used the single-syllable items from Ex-

periment 3. A 2 (Stimulus Quality) � 2 (Lexical Status) ANOVA
yielded a main effect of stimulus quality, F(1, 297) � 18,388,
MSE � 54.2, p � .001, and a main effect of lexicality, F(1, 297)�
210, MSE � 883, p � .001. Critically, there is an interaction
between stimulus quality and lexicality in which the effect of low
stimulus quality is again smaller for nonwords than for words, F(1,
297) � 598, MSE � 54.2, p � .001. Again, there is nothing in the
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Figure 2. Mean reaction times (RTs; in milliseconds) and percentage errors (in parentheses) from O’Malley
and Besner’s (2008) Experiment 3 as a function of stimulus quality and lexicality along with mean cycles to
criterion and percentage error in CDP� for the single-syllable items from this experiment. CDP� � Perry,
Ziegler, and Zorzi’s (2007) connectionist dual process model.
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error data that undermines interpretation of the RT data. The data
from both the skilled readers and the simulations can be seen in
Figures 1 and 2.
This discrepancy between what skilled readers produce and

what CDP� produces demonstrates that the model does not cap-
ture the pattern produced by skilled readers when reading mixed
lists of words and nonwords in either the cycles or error measures.
Why is this? One possibility (again) is that the parameters chosen
by ZPZ are inappropriate. Perhaps there is another parameter set
that would produce the right outcome. That said, we note that the
default parameter set for CDP� produces the same pattern as here.
Our hypothesis is that the problem is more fundamental, having to
do with the fact that the lexical route is cascaded and engaged in
feedback between various levels, whereas the nonlexical route is
thresholded. To put it another way, we are inclined to the hypoth-
esis that the letter level is thresholded for both lexical and non-
lexical routes.

Summary and Conclusions

By way of summary, CDP� can simulate additive effects of
stimulus quality and word frequency on the cycles to criterion
measure. However, it is also clear that the error data from ZPZ’s
simulations undermine the claim that the model produces genuine
additivity. CDP� also fails to capture the pattern of joint effects of
stimulus quality and lexicality from the same experiments in both
cycles to criterion and error measures.
In conclusion, although the CDP� model is very successful at

simulating a large number of phenomena (arguably, it is currently
among the best on the table) and ZPZ’s work represents an
important attempt at simulating the relation between factor effects
observed in speeded reading aloud, additive effects still pose a
fundamental challenge to computational endeavors.
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