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Abstract—With the significant advance of connected vehicles,
future demand for vehicular infotainment services will be greatly
increased. Traditional content distribution approaches based on
typical cellular architecture suffer from long latency and unstable
connections in high-dynamic vehicular environments and even
may cause congestion on the backhaul network due to a large
amount of requested data. In the paper, we propose a novel
content delivery framework by leveraging the 5G edge networks,
in which the content caching and data prefetching techniques are
exploited accordingly. We investigate the comprehensive dynamic
link utilization problem in 5G edge networks from the perspec-
tives of vehicle users and network operator, respectively. For the
vehicle users’ perspective, our aim is to maximize the vehicular
content distribution throughput through optimal scheduling of
vehicular access link slots, and also the utilization problem
of backhaul link slots in edge networks is studied to reduce
the data access delay of vehicles. For the network operator’s
perspective, the objective is to maximize the total profit of the
network operator, and therefore, the auction model is utilized
for the vehicular access link slot scheduling and the backhaul
link utilization is analyzed in terms of compensations and costs.
Finally, extensive simulations are conducted to demonstrate the
efficiency of the proposed solutions for edge content delivery of
connected vehicles.

Index Terms—Connected Vehicles; Edge Networks; Caching;
Auction; Vehicular Content Distribution

I. INTRODUCTION

Information technology (IT) industry leaders have envi-

sioned the bright future of connected vehicles [1]. According

to a recent report, it is predicted that 98% of cars will be

connected by 2020, and 100% in 2025 [2]. With the vehicles

linked to the cyberspace, people are able to stay connected on

the road, fed by the information from a variety of sources

such as intelligent transportation system (ITS), news and

multimedia entertainment etc. To achieve this goal, researchers

have focused on the development of vehicular communication

network (VCN) in recent years. Among all the approaches, the

mobile telecommunications technologies have been regarded

as the fastest way to implement VCN [3]. As an example,

AT&T has collaborated with several major car manufacturers
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to make several specific car models communication-enabled

and has accordingly presented its data plans. However, the

current cellular networks can only be a temporal solution due

to the high data cost [4]. In addition, the current mobile users

have already consumed a huge amount of its capacity and the

demands on vehicular infotainment services are still growing

rapidly. It is imperative to design cost-effective and alternative

vehicular content delivery approaches on the road.

In vehicular networks, the roadside units (RSUs) are de-

ployed along the road to provide vehicles with location-based

services, such as local traffic information, road condition

notification, advertisement, etc. These RSUs work in a similar

way as the WiFi networks, providing relatively small wireless

coverages (several hundreds of meters) to vehicles. Inspired

by the 5G edge networks [5]-[6], in this paper, we adopt the

concept of “edge network” in vehicular network, where the

RSUs provide high throughput and edge content cache to the

vehicles, and thus are termed as vehicular edge infostations.

Vehicular infotainment station is basically a vehicular content

delivery system based on the edge network and vehicle-

to-roadside (V2R) communication technology, which means

vehicles are connected to the edge roadside infostation for

data acquirement [7]-[8]. However, providing information ser-

vices to vehicles via infostations are challenging. Considering

the high vehicle mobility, the vehicle’s sojourn within the

coverage of an infostation is short. Moreover, the contention-

based channel access used in vehicular communication render

inefficiency when the density of vehicles is high, leading to

low throughput and prolonged for a single vehicle. In addition,

the limited backhaul bandwidth also constrains the network

performance especially when the vehicular users are requesting

data craving services such as high-quality video streaming and

virtual reality. Therefore, to improve the network performance

and user quality of service (QoS), we propose a novel con-

tent delivery framework which leverages the edge networks

caching and schedules the wireless link slots. Vehicles only

need to retrieve information from the content server instead

of the Internet. In order to cater to the infotainment demands

of most of the vehicles, the contents stored in the server also

should be carefully selected and periodically updated, e.g.,

local ITS information, popular video clips, and news headlines

etc. In addition, we use content caching and data prefetching

techniques to further reduce the data access delay. In specific,

caching works by storing certain contents in the cache spaces

of infostations for a long time, while prefetching means that

a piece of the content requested by a vehicle is sent to the

infostations before it is transmitted to the vehicle, and the data



0018-9545 (c) 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TVT.2019.2921444, IEEE
Transactions on Vehicular Technology

2

is deleted from the cached infostation after the transmission.

Both of the techniques can save the delay between the content

server and cached infostations. We also investigate the problem

of wireless resource scheduling in cached infostation system,

which dynamically allocates the time slots of wireless link

utilization to vehicles for the sake of throughput maximization.
In this paper, we engineer connected vehicular content

distribution by leveraging the edge infostations, and investigate

the comprehensive dynamic link utilization problems from the

perspectives of vehicle user and network operator, respectively.

Generally speaking, in cached infostation system, we study

the resource management of both vehicle access network and

local content distribution network in each allocation period.

The former consists of wireless links between vehicles and

infostations, and the latter comprises the backhaul links be-

tween the local content server and infostations. From the

vehicle users’ perspective, we seek to maximize the throughput

for V2R communications, or equivalently maximizing the

total transmitted data between vehicles and infostations. The

challenges are threefold: i) how to allocate the wireless link

slots among the vehicles; ii) how to utilize the backhaul link

for content caching and data prefetching; and iii) how to

select appropriate contents to be cached at the infostations.

For the first challenge, we formulate the wireless link slot

scheduling problem aiming at throughput maximization, while

the user fairness is also considered. For the second challenge,

we identify the objective of the backhaul link utilization. For

the third challenge, we aim to maximize the total utility of

all the cached contents. Corresponding solutions are provided

for the problems mentioned above. Also, we study cached

infostation system from the network operator’s perspective.

Then, the challenges are how to schedule the wireless link slot

and design the usage pattern of backhaul link to maximize

the total profit. We adopt the auction model to describe the

resource scheduling and a strategy-proof auction mechanism

is presented. In addition, Backhaul link utilization process is

formulated as an operational expenditure (OPEX) minimiza-

tion problem, and the solution is based on the tradeoff property

between compensations and costs.
We highlight the contributions of the paper in three-fold in

the light of previous literature works:

• We design a system architecture for 5G edge vehicular

content delivery, i.e., edge infostation, which is featured

by the deployment of local content server and the use

of content caching and data prefetching techniques, so as

to reduce the data access delay and efficiently utilize the

precious connection time of vehicles.

• We study the cached infostation from the vehicle user’s

perspective. To maximize the total transmitted data be-

tween vehicles and Infostations. We consider the wireless

link slot scheduling, backhaul link utilization and content

caching policy, and corresponding solutions are given.

• We investigate the cached infostation from the network

operator’s perspective. In order to maximize the total

network operator’s profit, wireless link slot scheduling

is modeled as an auction process and a strategy-proof

auction mechanism is developed. Also, the objective of

backhaul link utilization is to reduce the OPEX, and an

Fig. 1. Architecture of connected vehicular infotainment services on the road
by leveraging the cached Infostations.

solution is provided to achieve this goal.

The remainder of this paper is organized as follows. In

Section II, the related works are reviewed. System model is

introduced in Section III. The studies on cached infostation

from two different perspectives are given in Section IV and

Section V, respectively. Simulation results are presented in

Section VI. Finally, Section VII concludes the paper.

II. RELATED WORK

Vehicular content delivery system plays an important role

in providing high-quality infotainment services to vehicles [9].

Surveys related to this topic can be found in [10]. In addition,

Malandrino et al. in [11] investigated the vehicular content

downloading problem with a max-flow formulation and pro-

vided the optimal infostation deployment and data transfer

paradigm by using vehicle-to-vehicle (V2V) communications

and vehicle-to-infrastructure (V2I) communications. An ex-

tended work [12] developed a fog-of-war model to handle

the mobility prediction noise and construct a time-expanded

graph correspondingly. The data prefetching and transmission

scheduling for both V2V and V2I communications are jointly

decided through solving a linear programming problem. In

addition, Wang et al. in [13] studied the vehicular popular

contents distribution through infostations and the peer-to-peer

(P2P) technology is utilized to realize the cooperative content

sharing among vehicles. Zhang et al. in [14] introduced

the cooperative vehicular content dissemination approach by

allocating representative infostations to prefetch and share

data with other vehicles. Similarly, the cooperation among

infostations was investigated in [15], in which infostations

can coordinate the data transmission among vehicles. Li et
al. in [16] studied the vehicular content dissemination from a

perspective of opportunistic network, and the vehicular con-

tent dissemination process has been formulated to maximize
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the submodular function. Sun et al. developed a quality-

of-experience (QoE) centric distributed caching approach in

[17], which exploits the cellular network for providing video

streaming services to vehicular users. In [18], Mezghani et
al. presented an overview on content dissemination in the

context of vehicular social networking. They also outlined

a framework to tackle the new challenge of supporting user

satisfaction. In [19], an efficient road-oriented dissemination

(ROD) protocol was proposed, which relies on cooperative

V2V communications including both optimized distance de-

fer transfer strategy and store-and-forward strategy. For the

sake of cost-effective content distribution, Luan et al. [20]

proposed to use low-cost distributed roadside buffers (RSBs) to

distribute vehicular contents wirelessly. They also developed a

distributed content replication strategy to optimize the caching

at each RSB. We also conducted a prior work [21] on engineer-

ing the link utilization in VANET for content delivery purpose.

Different from the above mentioned works, in this paper,

we jointly consider the V2R wireless resource allocation and

backhaul link utilization within each individual infostation.

Data prefetching and caching are integrated into the above

resource management process. What is more, the problems

are solved for both network/throughput and operator/revenue

perspectives.

III. SYSTEM MODEL

We present the architecture of edge connected vehicular

infotainment services provision by leveraging the Infostations

in Fig. 1. The content server is connected with the Internet

such that the cached contents can be updated. The infostations

are nodes with communication as well as storage capabilities.

They are located near the vehicles (i.e., at the edge) such

that the transmission delay over air can be reduced. For each

infostation, two wired backhaul links that connect it with the

content server are considered, namely basic backhaul link and

quick access backhaul link. Specifically, the basic backhaul

link is used for common data transmission. The quick access

backhaul link is used for content caching and data prefetching,

which is our focus in the paper. In the following, backhaul

link refers to the latter if not specified. Each infostation

also connects vehicles within its coverage area with wireless

links. We consider the wireless resources used for vehicular

communications between vehicles and infostations can be

DSRC spectrum bands, unlicensed ISM spectrum bands, or TV

White Space spectrum bands [22]. In addition, cellular link is

utilized for exchanging the control messages between vehicles

and the infostation system. Although the cached infostation is

primarily designed to be a vehicular content delivery system,

it can also support data uploading for the vehicles. Actually,

a vehicle connected with the cached infostation works as a

moving Wi-Fi hotspot, providing wireless access to the mobile

devices in it.

In this paper, the time slot is defined as the basic wireless

and backhaul link resource utilization unit. We denote a single

slot length and a scheduling period as δ and T respectively,

and T contains T slots. We also suppose that the scheduling

of wireless link slot is done before the backhaul link, and

Fig. 2. An intuitive illustration of the studied problems in the paper.

both of them happen just before the beginning of each period.

If the content server is updated, then the contents cached at

the infostations should also be updated, and such decision is

supposed to be made prior to the wireless link slot scheduling.

We denote the infostations and vehicles in the studied area as

the set of R and V respectively. Since the resource scheduling

is done period by period, V actually represents the vehicles just

before the beginning of the next period. Likewise, the contents

in the server are represented by the set C. The cardinality and

an element of R, V , C are denoted by R, V , C and r, v, c,
respectively. For convenience, we list the important notations

used in this paper in Tab. I, and an intuitive illustration of the

big picture of studied problems in the paper is given in Fig.

2.

IV. STUDY FROM VEHICLE USERS’ PERSPECTIVE

In this section, from the vehicle users’ perspective, we

first investigate the cached infostation system for connected

vehicular infotainment services. We aim to maximize the

throughput of vehicular access network, and specifically the

total transmitted data between vehicles and infostations in

each period. To this end, we investigate the problem of

wireless resource scheduling in cached infostation system,

which dynamically allocates the time slots of wireless link

utilization to vehicles for the sake of throughput maximization.

Furthermore, in order to reduce the data access delay that leads

to the waste of wireless slots [23], we study the utilization

problem of backhaul link slots in cached infostation system,

which can be used for content caching or data prefetching,

both for eliminating the delay between infostations and the

content server. Moreover, due to the cache space limit of the

infostations, a content caching policy is required so as to select

appropriate contents that can minimize the data access delay.

A. Wireless Link Slot Scheduling in Cached Infostation System

For each v ∈ V , we use RT dimensional vector ρv =
(ρv,11 , ρv,21 , ..., ρv,R1 , ...ρv,rt , ..., ρv,1T , ρv,2T , ..., ρv,RT ) as its link
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TABLE I
IMPORTANT NOTATIONS USED IN THE PAPER.

Vehicle Users’ Perspective
Notation Meaning
T , T, t, δ A scheduling period T containing T time slots, each slot t with length δ

R,V, C;R, V,C; r, v, c The set of Infostations, vehicles and contents; set size; set element

ρv = (ρv,11 , ...ρv,rt , ..., ρv,RT ) The link quality profile for v in a period

ξr = (ξ1,r1 , ..., ξv,rt , ..., ξV,r
T ) The scheduling result for r in a period

ηr = (ηr1 , ..., η
r
c , ..., η

r
C) The cache status of r in a period

fd
v,r,t, f

u
v,r,t The download and upload flow of v at r in t

Bv , Bv
T The total buffer size of v, the used buffer size of v at T

βr = (βr
1 , ..., β

r
t , ..., β

r
T ) Backhaul link utilization for r in a period

hc
T , gc The expected number of slots for transmitting c in T , the number of slots for caching c

Uc(m), Uc,c′ (m) The utility of c, the utility of c replacing c′

Network Operator’s Perspective
Notation Meaning

θT = {θrt : t ∈ T , r ∈ R} The set of all the items (wireless link time slots)
V(θrt ) The buyer group of θrt

bv(brt ), qv(q
r
t ), wv(wr

t ), pv(p
r
t ) The bid, valuation, bidding result and payment of v

uv , S The utility of v and the operator

yv,rt , zv,rt , yc, zc The compensation reduction and cost for prefetching and content caching
ε, ε′ The price of compensation and backhaul link in the unit of $/bit

quality profile in the period, where a positive ρv,rt denotes

the transmission rate from v to r and ρv,rt = 0 means the

distance at time t is out of the effective transmission range

from v to r . We suppose the infostations’ coverage areas

do not overlap with each other, hence there is at most one

ρv,rt > 0 in {ρv,rt : r ∈ R} for ∀t ∈ T , ∀v ∈ V . The link

quality profiles of all the vehicles in T is denoted by ρT .

For each r ∈ R, we use a V T dimensional vector ξr =
(ξ1,r1 , ξ2,r1 , ..., ξV,r1 , ..., ξv,rt , ..., ξ1,rT , ξ2,rT , ..., ξV,rT ) to represent

its time slot scheduling result in the period, where ξv,rt = 1
indicates that the slot of r at t is allocated to v and ξv,rt = 0
indicates otherwise. Likewise, there is at most one ξv,rt = 1
in {ξv,rt : v ∈ V} for ∀t ∈ T , ∀r ∈ R. The scheduling results

of all the infostations in T is denoted by ξT . For ∀ξv,rt = 1,

ρv,rt > 0 should be satisfied so as to make the allocation

feasibly. Also for each r ∈ R, we use a C-dimension vector

ηr = (ηr1, η
r
2, ..., η

r
c , ..., η

r
C) to represent the cache status of

r, i.e., ηrc = 1 means c is cached at r and ηrc = 0 means

otherwise.

We define a flow fv,r,t as the total transmitted data between

v and r in t, and fT represents all the possible flows. In order

to calculate it, we consider the upload and download cases

separately. Vd and Vu are used to represent the set of download

and upload vehicles, respectively. In the download case, the

content requested by v is denoted by cv ∈ C. Its total size is

lc
v

and the unfinished size at the beginning of the period is

lc
v

T . Then, the download flow is given below:

fd
v,r,t = ρv,rt (δ − 1{η

r
cv=0}τ) (1)

where τ denotes the delay between infostation and content

server, and 1{statement} denotes the indicator function which

gives 1 if the statement is true and 0 otherwise. Similarly,

the upload flow is given as:

fu
v,r,t = ρv,rt δ (2)

We also consider the buffer size of each vehicle. Bv denotes

the total buffer of v and Bv
T denotes the residual buffer at

the beginning of T . When a vehicle uploads data, the total

upload flows in a period are at most the buffered data Bv
T .

On the other hand, the total download flows in a period

cannot exceed the remaining size of the buffer, i.e., Bv −Bv
T .

Furthermore, we consider the fairness among all the vehicles.

A window-based fairness constraint is adopted to achieve this

[24][25][26]. Specifically, we define a window W containing

W periods counting backward from the current period. For

each vehicle, its total flow in W should be larger than a

minimum value fmin. Finally, we formulate the wireless link

slot scheduling process as a constrained optimization problem,

which is given below:

max
ξT

∑
t∈T ,r∈R,v∈V

ξv,rt fv,r,t

s.t.
∑
r∈R

1{ρ
v,r
t >0} ≤ 1, ∀t ∈ T , ∀v ∈ V (3)

∑
v∈V

1{ξ
v,r
t =1} ≤ 1, ∀t ∈ T , ∀r ∈ R (4)

ξv,rt ρv,rt > 0, ∀ξv,rt > 0 (5)
∑

t∈T ,r∈R
ξv,rt fd

v,r,t ≤ min{Bv −Bv
T , l

cv

T }, ∀v ∈ Vd (6)

∑
t∈T ,r∈R

ξv,rt fu
v,r,t ≤ Bv

T , ∀v ∈ Vu (7)

∑
t∈W,r∈R

ξv,rt fv,r,t ≥ fmin, ∀v ∈ V (8)

The formulated wireless link slot scheduling process can be

regarded as a “0-1” integer linear programming (ILP) problem,

which is NP-hard. Therefore, we adopt a heuristic greedy

method to solve the problem, which is given in Alg. 1. At

the beginning, all the elements of ξT are initialized as 0, and
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each flow fv,r,t can be calculated according to Eq. (1) or Eq.

(2) such that we can obtain the value fT (Line 1). Then, the

non-zero elements of fT can be sorted in a non-increasing

order, which gives f↓
T (Line 2). The vehicles that do not satisfy

the fairness constraint are considered first during the resource

allocation. Specifically, the vehicles’ flows whose total flows

during the window W are less than fmin are selected from f↓
T ,

which are denoted by f↓∗
T , also in non-increasing order (Line

2). Time slots are now allocated to the flows in f↓∗
T one by one

(Line 3-10). After a slot is allocated for fv,r,t (Line 4), we set

the indicator ξv,rt as 1, and the flows conflicted with fv,r,t are

denoted as confl(fv,r,t) = {fv′,r′,t′ : r
′ = r, t′ = t, v ∈ V},

which are removed from both f↓
T and f↓∗

T (Line 6). If either the

constraint (6) or (7) is violated, i.e., examine(fv,r,t) = False,

then the flows of the same vehicle v denoted as fv = {fv′,r′,t′ :

v′ = v, r′ ∈ R, t′ ∈ T } are removed from both f↓
T and f↓∗

T
(Line 7-8). When the vehicle satisfies the fairness constraint

after a slot is allocated to fv,r,t, fv is removed from f↓∗
T (Line

9-10). When f↓∗
T becomes empty, the above allocation process

is repeated for f↓
T (Line 11). The whole wireless link slot

scheduling process ends when f↓
T becomes empty.

Algorithm 1: Wireless Link Slot Scheduling—Vehicle

Users’ Perspective

Input: ρT
Output: ξT

1 ξv,rt ← 0, for all t ∈ T , v ∈ V , r ∈ R, calculate fT
2 get f↓

T and f↓∗
T

3 while f↓∗
T �= ∅ do

4 fv,r,t ← f↓∗
T .pop()

5 ξv,rt ← 1

6 remove confl(fv,r,t) from f↓
T and f↓∗

T
7 if examine(fv,r,t) = False then
8 remove fv from f↓

T and f↓∗
T

9 if
∑

t∈W,r∈R
fv,r,t ≥ fmin then

10 f↓∗
T .remove(fv)

11 repeat Line 3-8 for f↓
T

B. Backhaul Link Utilization in Cached Infostation System

On the one hand, at the beginning of the period, if some

contents have not been completely cached at the infostations,

then the backhaul link is responsible for doing this. On the

other hand, the data requested by the vehicles that have been

allocated time slots in the period can be prefetched (if it has

not been cached) so as to reduce the delay. The tradeoff is

that, a cached content is beneficial in the long term, which

is guaranteed by the caching policy, while data prefetching

can directly increase the total flow in the current period. An

illustration of backhaul link utilization is shown in Fig. 3. In

the first two periods, some slots of the backhaul link is used for

caching content A and others are used for data prefetching.

Then, from the third period, vehicles requesting A can use

the full slot for transmission. However, the popularity of A

is decreasing with time and new content B is updated at the

server, so in the fifth period, B is cached to replace A.

The backhaul link utilization for r is represented by a T
dimensional vector βr = (βr

1 , ..., β
r
t , ..., β

r
T ), and that for all

the infostations in the period is represented by βT . A slot t
of backhaul link can be used in three ways, which are given

below:

βr
t =

⎧⎨
⎩

βr,0
t (not used)

βr,c
t , c ∈ C (caching c)

βr,v,t′

t , v ∈ V , t < t′, t′ �= 1 (prefetching for t′)

where the last way indicates that prefetching should be prior

to the wireless link data transmission, and thus the data trans-

mitted in the first slot cannot be prefetched. Our objective of

backhaul link utilization is to cache the contents as possible so

as to gain benefit early, and the total flow in the current period

should also be considered for the fairness issue. Therefore, we

formulate the problem of backhaul link utilization as follows:

Find βT to cache the contents shortly while keeping the
total flow in the period is more than a fraction ε ∈ (0, 1)
of the optimal total flow fopt, which can be calculated by
considering all the requests are either cached or prefetched.

To solve the problem of backhaul link utilization in cached

infostation system, we denote the flows that are allocated time

slots at r as fr
T , and denote the transmission rates of these

flows as ρrT . The problem of backhaul link utilization requires

that the total flow should be larger than εfopt. For simplicity,

we consider the total flow of each infostation to be larger than

εfr
opt, where fr

opt can be calculated by assuming the download

requests are either cached or prefetched:

fr
opt =

∑
ρv,r
t ∈ρr

T

ρv,rt δ (9)

Also, let Cr ⊆ C be the set of contents that have not been

completely cached in r at the beginning of the period. For

cr ∈ Cr, it still needs kcr backhaul link slots to finish the

caching. In addition, we can sort Cr in a non-decreasing order

which is with respect to kcr , and we can obtain Cr↑.

The backhaul link utilization of r is described in Alg. 2.

It firstly checks if the total flow at r is larger than εfr
opt.

If not, some of the backhaul link slots should be allocated

for prefetching. Define fd∗
v,r,t as the set of flows that can

be prefetched, i.e., all the download flows whose requesting

content is not cached, except for the flow which is allocated

with the first time slot of wireless link. Sort fd∗
v,r,t in a non-

increasing order and get fd↓∗
v,r,t (Line 2). Then, at each time

pick up a flow fv,r,t from fd↓∗
v,r,t and use the slot just before t

to prefetch data for the flow (Line 4-7). When the total flow

becomes larger than εfr
opt, allocate the remaining backhaul

link slots for caching the contents in Cr↑ if it is not empty

(Line 11-14), or still for prefetching otherwise (Line 8-10).

C. Content Caching Policy for Cached Infostation System

Due to the cache space limit of the infostations [27], we

propose a content caching policy to select appropriate contents

that can make the most contributions for reducing the data

access delay. First, we suppose that the cache space of the
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Algorithm 2: Backhaul Link Utilization—Vehicle

Users’ Perspective

Input: ξr,Cr↑

Output: βr

1 βr
t ← βr,0

t for all t ∈ T
2 get fr

T and fd↓∗
v,r,t

3 s ← sum(fr
T )

4 while s < εfr
opt and fd↓∗

v,r,t �= ∅ do
5 fd

v,r,t ← fd↓∗
v,r,t.pop()

6 s ← s+ ρv,rt τ

7 βr
t−1 ← βr,v,t

t−1

8 while Cr↑ = ∅ and fd↓∗
v,r,t �= ∅ do

9 fd
v,r,t ← fd↓∗

v,r,t.pop()

10 βr
t−1 ← βr,v,t

t−1

11 for cr ∈ Cr↑ do
12 while ∃βr,0

t ∈ βr and kcr > 0 do
13 change a βr,0

t into βr,cr

t

14 kcr ← kcr − 1

infostation is not full. In order to evaluate the content, we

define the utility of a content c during m periods as:

U c(m) =

m∑
i=1

hc
Ti

− gc (10)

where m is the content update period of the server, and we

suppose that it is a multiple of the scheduling period, T1 is

the current period, and Tm is the m-th period from T1. hc
Ti

is the benefit of c in period Ti, namely the expected number

of wireless link slots used for transmitting c in Ti, and gc

is the number of backhaul link slots used for caching c. In

the above definition, time slots are used as the metric for the

utility. For data prefetching, the utility is 0, which can be used

as the threshold to decide whether a content should be cached.

Second, we consider the situation when there is no place for

a new content. This means that an old content cached in the

infostation needs to be replaced. In such case, the utility of the

new content c should exclude the benefit of the old content c′

that is to be replaced, and the expression is given below:

U c,c′(m) = U c(m)−
m∑
i=1

hc′

Ti
(11)

Finally, we can present the problem as follows:

Find the appropriate contents for caching such that the total
utility is maximized, under the constraint of cache space.

In order to calculate the utility of content c with Eq. (10),

we need to calculate the total backhaul link slots used for

caching it, i.e.,

gc =
lc

ω
(12)

where lc is the size of the content, and ω is the rate of the

backhaul link. Also, we need to calculate hc
T , namely the

expected number of wireless link slots used for transmitting

c in a future period T . We denote Pr(C|T ) as the probability

Fig. 3. Illustration of backhaul link utilization (the time slots used for
prefetching is not shown).

distribution of all the contents in C at r in period T , and

denote Pr(c|T ) as the probability that c is requested. Note

that such a probability distribution can be different at different

infostations, considering the location-based contents. Then, we

have:

hc
T = TPr(c|T ), c ∈ C (13)

Obtaining Pr(C|T ) is a problem known as content popularity

prediction [28]-[29] and is beyond the scope of this paper.

Let Dr = {(c, c′) : c ∈ Cnew, c′ ∈ Cr
old} be the set

of content caching decisions at r, where Cnew is the set of

updated contents, Cr
old is the set of contents that have been

cached in r, and a pair (c, c′) means c′ should be replaced by

c. (c, c0) is used to represent the situation when the remaining

cache space is enough for c. L is the total cache space of

an infostation and Lr
T is the used space of r in the current

period. The procedures for obtaining Dr are shown in Alg.

3. First, calculate the utility U c(m) for c ∈ Cnew, delete the

contents with non-positive utilities, sort the remaining contents

in non-increasing order with respect to the utility and get C↓
new

(Line 2). Then, sort all c′ ∈ Cr
old in the non-decreasing order

in terms of the sum of benefit in the next m periods and get

Cr↑
old (Line 2). In each iteration, the first content c in C↓

new is

selected (Line 4). If the remaining space of the infostation is

enough, then the decision (c, c0) is made (Line 5-7). If not,

the first content c′ in c′ ∈ Cr↑
old is selected (Line 9) and the

replacement decision (c, c′) is made if the utility U c,c′(m)
is above the threshold and the cache space is enough (Line

10-13).

V. STUDY FROM NETWORK OPERATOR’S PERSPECTIVE

In this section, for practical applications, we study the

wireless link resource scheduling and backhaul link utilization

problem from the network operator’s perspective. We consider

the auction mechanism for the wireless resource allocation,

which has been widely adopted in secondary spectrum re-

source allocation [30]-[31]. We consider the design objective

of network operator is to maximize the total profit, i.e., the

difference between the total payments from the vehicles and

OPEX. Payments come from the vehicles that use the wireless

resources, so we adopt the auction model [30]-[31] in the

wireless link resource scheduling for the sake of payment

maximization, and a strategy-proof auction mechanism is
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Algorithm 3: Content Caching Policy

Input: Pr(Cnew|Ti),Pr(Cr
old|Ti), i = 1, ...,m

Output: Dr

1 Dr ← ∅
2 get Cr↑

old and C↓
new

3 while C↓
new �= ∅ do

4 c ← C↓
new.pop()

5 if lc ≤ L− Lr
T then

6 add (c, c0) to Dr

7 Lr
T ← Lr

T + lc

8 else if Cr↑
old �= ∅ then

9 c′ ← Cr↑
old[1]

10 if lc − lc
′ ≤ L− Lr

T and U c,c′(m) > 0 then
11 add (c, c′) to Dr

12 Lr
T ← Lr

T − lc
′
+ lc

13 Cr↑
old.pop()

designed. On the other hand, OPEX mainly comes from two

aspects: the backhaul link costs for either content caching or

data prefetching; and the compensations for the vehicles that

cannot use full wireless link time slots. Therefore, the backhaul

link utilization aims to minimize the OPEX so as to increase

the profit.

A. Wireless Link Slot Scheduling in Cached Infostation System

In the following, a buyer refers to a vehicle and an item

refers to a wireless link slot. The auction is conducted at

the beginning of each scheduling period T and is a direct

revelation multi-item auction. The set of all the items in the

period is represented by θT = {θrt : t ∈ T , r ∈ R}, where θrt
is the slot of r at t. For each item, its buyer group is different,

which is given by V(θrt ) = {v : v ∈ V , ρv,rt > 0}, i.e., the set

of vehicles within the coverage of r at t. Only the buyers in

V(θrt ) can bid for the item θrt . The set of all the bids of a buyer

v is denoted by bv = {brt : t ∈ T , r ∈ R, v ∈ V(θrt )}, where

brt represents the bid for θrt . The whole bids in T are denoted

by bT = {bv : v ∈ V}. Likewise, the set of all the valuations

of a buyer v is given by qv = {qrt : t ∈ T , r ∈ R, v ∈ V(θrt )}.

We suppose that the valuation is mainly based on the flow

size, i.e., qrt ∝ fv,r,t for qrt ∈ qv. In the auction, each buyer

exclusively owns the item if it wins and the bidding result of

each item is independent. Also, the buyers do not collude with

each other.

We consider the goal of each buyer is the utility maximiza-

tion, which is defined as below:

uv =
∑

wr
t∈wv,qrt∈qv,pr

t∈pv

wr
t (q

r
t − prt ) (14)

where wv = {wr
t : t ∈ T , r ∈ R, v ∈ V(θrt )} denotes the

bidding results of v and pv = {prt : t ∈ T , r ∈ R, v ∈ V(θrt )}
denotes the actual payment for the items. wr

t = 1 means v
wins θrt and the payment is prt , and wr

t = 0 means otherwise

and the payment is 0. The utility of the operator, which is also

called social welfare, is defined as below:

S =
∑
v∈V

∑
wr

t∈wv,qrt∈qv

wr
t q

r
t (15)

The objective of the auction is to maximize the social welfare

S, so the problem formulation is given as:

max
wv,v∈V

S

s.t.
∑
v∈V

wr
t ≤ 1, ∀θrt ∈ θT (16)

∑
wr

t∈wv,qrt∈qv

wr
t q

r
t ≤ Bv, ∀v ∈ V (17)

where Bv is a constant related with the valuation of v and the

constraints (6) or (7).

For an auction to be practical, the strategy-proofness prop-

erty should be achieved. A strategy-proof auction mechanism

should both satisfy truthfulness (or incentive-compatibility)

and individual rationality, and the definitions are given below:

Truthfulness: An auction is truthful if and only if the
dominant (best) strategy for each buyer is to truthfully bid
its valuation, i.e., uv(qv, b−v) ≥ uv(bv, b−v), where bv can be
any bid and b−v are the bids of other buyers.

Individual rationality: An auction is individual rational if
and only if for each buyer, its utility is not less than 0 when
it bids truthfully.

Truthfulness guarantees that no buyer can manipulate its bid

for the sake of higher utility and individual rationality ensures

that each buyer is willing to attend the auction. Then, the

wireless resource scheduling problem can be given as follows:

Find a strategy-proof auction mechanism to allocate the
wireless link slots so as to maximize the social welfare.

The auction mechanism in this paper contains an allocation

method and a pricing scheme. The allocation method aims

to maximize the social welfare while the pricing scheme

guarantees the strategy-proofness of the auction. A possible

strategy-proof method is the VCG mechanism, but it requires

to solve the social welfare maximization problem, which is

still an ILP problem in our scenario and is NP-hard. Therefore,

we design a heuristic algorithm by selecting items based on

bids in a greedy manner. The procedures for the allocation are

given in Alg. 4. First, all the bids from the buyers are sorted

in a non-increasing order, denoted by b↓T . Then, the highest

bid is selected (Line 3) and the corresponding buyer is found

(Line 4). If the item has not been won by other buyers and the

constraint (14) is not violated, i.e., examine(θrt , v) = True,

then the buyer wins the item (Line 5-7).

Next, we discuss the pricing scheme for the auction. For the

item θrt , its buyer group is V(θrt ), in which all the buyers’ bids

are larger than 0. Suppose that v wins the bid with brt ∈ bv ,

and the largest bid among the bids smaller than brt is denoted

as b∗. Then the payment of v is b∗ if it exists, or 0 if is no

bid smaller than brt . By applying this pricing scheme together

with the allocation method in Alg. 4, the auction is guaranteed

to be strategy-proof, which is proved below.

Lemma 1: The auction in this work satisfies truthfulness.
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Algorithm 4: Wireless Link Slot Scheduling—

Network Operator’s Perspective

Input: b↓T , θT
Output: ξT

1 ξv,rt ← 0 for all t ∈ T , v ∈ V , r ∈ R
2 while b↓T �= ∅ do
3 brt ← b↓T .pop()
4 v ← {v : brt ∈ bv}
5 if examine(θrt , v) = True and θrt ∈ θT then
6 ξv,rt ← 1 (allocate θrt to v)

7 remove θrt from θT

Proof. First, we should prove that for a single item θrt ,

uv(q
r
t , b−v) ≥ uv(b

r′
t , b−v), where qrt ∈ qv and br

′
t is any

bid for item θrt . There exist totally four cases. In the first

case, both qrt and br
′

t lose the bid. Then uv(q
r
t , b−v) =

uv(b
r′
t , b−v) = 0. In the second case, both of them win the

bid. Then uv(q
r
t , b−v) = uv(b

r′
t , b−v) = qrt − b∗. In the third

case, qrt wins the bid while br
′

t loses. Then uv(q
r
t , b−v) >

0 = uv(b
r′
t , b−v). In the last case, qrt loses the bid while

br
′

t wins. Then there must exist a br
′′

t ∈ bv′ > qrt . Also,

we have br
′

t > br
′′

t for it to win the bid and the payment is

b∗ = br
′′

t . So uv(q
r
t , b−v) = 0 > uv(b

r′
t , b−v) = qrt − br

′′
t .

Now, we have uv(q
r
t , b−v) ≥ uv(b

r′
t , b−v) and therefore

uv(qv, b−v) ≥ uv(bv, b−v). Hence, the lemma is proved.

Lemma 2: The auction in this work satisfies individual
rationality.

Proof. If v wins θrt , then its utility for θrt is uv(θ
r
t ) = qrt −

prt = brt − b∗, which is greater than 0 according to the pricing

scheme. If it loses the bid, the utility is 0. Therefore, from

Eq. (14), we have its total utility uv ≥ 0. Hence, the lemma

is proved.

Theorem 1: The auction in this work is strategy-proof.
Proof. Combining Lemma 1 and Lemma 2, the theorem is

proved.

B. Backhaul Link Utilization in Cached Infostation System

In order to maximize the total profit, the OPEX should

be minimized. As mentioned earlier, the OPEX consists of

compensations for vehicles and costs for using the backhaul

link. In the auction, each vehicle evaluates and bids for a full

time slot. If a winner vehicle cannot utilize the whole slot for

data transmission, then the operator should compensate for

the loss, based on the valuation of the winner. On the other

hand, the use of backhaul link for content caching and data

prefetching will bring costs. Therefore, we have the tradeoff

property between compensations and costs. Specifically, with

the increase of backhaul link usage, the costs become higher

while the compensations become lower. Then, we can give the

description of the backhaul link utilization problem:

Find a way to utilize the backhaul link in order to minimize
the OPEX (sum of costs and compensations).

In this subsection, the vehicles only refer to those that win

the bids and have download requests. For those vehicles whose

requesting contents are already cached, no compensation needs

to be paid. For the other vehicles, the potential compensation

is denoted as yv,rt ∝ qrt (qrt ∈ qv), which means higher

compensation should be paid if the valuation is higher. In

the case that the valuation is solely dependent on the link

quality, the compensation is yv,rt = ερv,rt τ , where ε is the

compensation price in the unit of $/bit. Similarly, we suppose

that the cost of backhaul link is determined by the transmitted

data. Then, the cost of prefetching data is zv,rt = ε′ρv,rt δ and

the cost of caching a content is zc = ε′lc, where ε′ is the price

of backhaul link.
In order to evaluate the utilization of backhaul link, we

define a metric as the ratio between the compensation re-

duction and cost (CR-C ratio), which gives the amount of

compensations that can be reduced with a unit cost. The CR-C

ratio should be greater than 1 so as to minimize OPEX. When

the backhaul link is used for prefetching, the CR-C ratio is

yv,rt /zv,rt . If it is used for content caching, then we need to

consider the expected compensation reduction of the content in

the future periods. For c, the value should be yc ∝ (
m∑
i=1

hc
Ti
)qrt

or yc ∝ (
m∑
i=1

hc
Ti
−

m∑
i=1

hc′

Ti
)qrt , where qrt is the average valuation

of the vehicles that use the time slots. Then the CR-C ratio of

content caching is yc/zc.
The procedures of backhaul link utilization are shown in

Alg. 5. First, for each r ∈ R, find the vehicles that can be

prefetched and calculate their CR-C ratios assuming that their

requests are prefetched. Also, calculate the CR-C ratios of the

contents that have not been completely cached yet. Then, find

the CR-C ratios larger than 1, sort them in a non-increasing

order and obtain αr↓ (Line 3). In each iteration, pop the current

largest CR-R ratio αr
1 and reserve backhaul link slots for it

(Line 4-6). Specifically, if αr
1 corresponds to a content caching,

then reserve the needed slots for it as many as possible. If

αr
1 corresponds to a prefetching, then reserve one slot. The

reservation ends when there is no slot or αr↓ is empty. Finally,

the allocation of backhaul link slots is straightforward (Line

7). The slots used for prefetching are allocated first since they

should be prior to the slots of corresponding vehicles. The

remaining slots are allocated for content caching.

Algorithm 5: Backhaul Link Utilization—Network

Operator’s Perspective

Input: ξT , Cr, r ∈ R
Output: βT

1 βr
t ← βr,0

t for all t ∈ T , r ∈ R
2 for r ∈ R do
3 generate αr↓

4 while αr↓ �= ∅ and ∃βr,0
t ∈ βr do

5 αr
1 ← αr↓.pop()

6 reserve backhaul link slots for αr
1

7 allocate the slots

C. Tradeoff for Network Throughput
In this subsection, we will show that the operator can easily

make the tradeoff between its total profit and the network
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throughput. On the one hand, we know that the wireless

resource scheduling implicitly takes into account the network

throughput, since the valuation and bid of the wireless link is

mainly based on the flow size, and the auction process greedily

selects the vehicles with larger bids. Therefore, if the operator

wants to guarantee the network throughput, a straightforward

tradeoff method is to add constraints on the other factors that

can affect the valuation of the wireless resource. For example,

by defining a range on the value of vehicles’ access priority,

the network throughput can be guaranteed to some extent, at

the cost of more potential profits. On the other hand, for the

backhaul link utilization, the CR-C threshold can be tuned (a

value between 0 and 1) such that more slots are used for either

caching or data prefetching, which can increase the network

throughput at the cost of total OPEX increment.

VI. SIMULATION RESULTS

We show the simulation results from the perspective of both

vehicle users and network operator in this section. Matlab is

used as the simulation tool to build the whole environment

and test our algorithms. We present the values of important

simulation parameters as shown in Tab. II. The environment

is shown in Fig. 4, in which there are four crossing roads.

The infostations are located at the intersections, and each

infostation covers a 1km-radius circle. Vehicles are randomly

distributed on the topology at the beginning, and then the

Manhattan mobility model is used to simulate the microscopic

mobility of each vehicle. The wireless resource includes four

10MHz channels and the transmission rate is referred from

the IEEE 802.11p standard under speed limit of 60km/h

[32], i.e. {27, 24, 18, 12, 9}Mbps for different signal-to-noise

ratios. Zipf distribution is adopted to characterize the content

popularity [33].

TABLE II
SIMULATION SETUPS.

Parameter Value Parameter Value
δ 0.1s T 10

Vehicle density 20km−1 Speed [30,60]km/h
C 100 Upload ratio 20%

Content size [40,60]MB Upload size [10,30]MB
OBU cache 200MB Infostation cache 1000MB

τ 0.3δ Backhaul rate 20MB/s
ε 0.9 fmin {0.315, 0}MB

W 10 m 50

A. Vehicle Users’ Perspective

We consider four different cases, which are described below:

• Case 1: This is the ideal case, which means the maximal

transmission rate is applied each time slot.

• Case 2: There is no backhaul link used for content

caching or data prefetching.

• Case 3: Suppose that all requests are either cached or

prefetched, i.e., fopt.
• Case 4: There is backhaul link used for content caching

or data prefetching.

First, we suppose that the infostations do not cache any

content. Fig. 5 shows the accumulated total flow at the end

of simulation from each case is compared to case 1. From

the figure, we can see that the total flow in case 4 is much

larger than that in case 2 and is close to that in case 3. Hence,

the advantage for utilizing backhaul link for data prefetching

through Alg. 2 is demonstrated. Also, we can find that the

total flow in case 3 is close to case 1, which validates the

efficiency of the wireless resource scheduling given in Alg. 1.

When caching is considered, the results are given in Fig.

6. Compared with Fig. 5, it can be seen that the total flow

in case 2 increases significantly, due to the existence of

cached contents selected via Alg. 3 and delivered to the

infostations through the backhaul link with Alg. 2. Fig. 7

illustrates the utilization of backhaul link, showing that content

caching is finished soon after the update of contents, which

is consistent with Alg. 2. Moreover, owing to the cached

contents, the number of backhaul link slots used for data

prefetching decreases dramatically, and so does the number

of total used slots. Specifically, the backhaul link utilization

ratio is 87.34% without caching, and this number drops down

to 14.71% when caching is adopted.

Then, we evaluate the effect of vehicle speed in our system.

The results are given in Fig. 8. The average speed is set to

{35,45,55}km/h, respectively. From the figure, we can find

that as the simulation goes on, the average total flow in each

period becomes steady, and the results show that the total flow

is smaller when the speed is higher. Intuitively, when a vehicle

with higher speed passes an infostation, its sojourn time is

shorter, thus the opportunity that it is allocated resources is

also smaller. However, when there exist multiple infostations,

the time that it spends beyond the coverage areas of the

infostations is also smaller, which means it takes less time

to get into another infostation. From Fig. 4, we know that the

ratio between the road length that is covered by infostations

and not is 16:12. Therefore, in a certain period of time, if

the vehicle speed is higher, the ratio between the time that it

spends within the coverage of an infostation and not is more

likely to converge to the above ratio. In other words, if the

above ratio is larger than 1, then vehicles with higher speed

will have more chance to get more resources, which is shown

in Fig. 8.

Next, we compare the total flow of case 4 with the case

when the methods in [14] are adopted, as shown in Fig.

9. In [14], the cooperative content distribution system for

vehicles (CCDSV) was proposed, which includes three major

steps, namely representative access point selection, storage

management, and estimate prefetching volume. Since the

scenarios of our work and [14] are not exactly the same, we

do some simplifications so as to adopt the CCDSV in our

scenario, which can make it perform better while keep its

core ideas. Specifically, given our relatively simple topology,

accurate lookahead-AP prediction can be realized. We also

aim to maximize the vehicular download volume (VDV). We

suppose all the backhaul link slots are used for implementing

CCDSV and assume infinite bandwidth such that the CCDSV

decisions can be updated in the infostations without any delay.

From Fig. 9, we can see that the methods in our work perform
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Fig. 4. A topology with 4 crossing roads and 4
Infostations, each covering a 1km-radius circle.
Dots with different colors represent vehicles
moving in different directions.
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Fig. 5. Accumulated total flow compared to
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better than CCDSV. There are several reasons for this. CCDSV

prefetches data as cache for the vehicles that are coming into

the infostation, which means the cache space is taken even

before the vehicles enter the infostation. Also, the contents

prefetched for the vehicles are unlikely to be used by others,

if they are not the popular contents.

Finally, we evaluate the fairness among the vehicles through

the Jain’s fairness index. fmin is respectively set to 0 and 0.315
(the minimum data that can be transmitted in one slot), so as

to validate the window-based fairness constraint. In Fig. 10

and Fig. 11, the Jain’s index and accumulated total flow of

each period are compared, respectively. The tradeoff between

total flow and fairness is shown in the figures. Specifically,

with less constraint of flow, the vehicles’ fairness becomes

better at the cost of total flow, since vehicles with worse link

qualities get more chance to have the allocated resources.

B. Network Operator’s Perspective

In the following simulation, we let each vehicle have a

different access priority, which influences its valuation on

the items. In Fig. 12, the accumulated social welfare at the

end of simulation from three different cases is compared to

the ideal case, which assumes that each item is sold at the

TABLE III
SCENARIOS WITH DIFFERENT CONTENT CACHING POLICIES.

Scenario No. Description
1 qrt = 18 (mean rate)

CR-C threshold = 1 (following CR-C threshold)

2 qrt = 27 (max rate)
CR-C threshold = 1 (following CR-C threshold)

3 qrt = 18 (mean rate)
CR-C threshold = 0 (following Alg. 3)

4 qrt = 27 (max rate)
CR-C threshold = 0 (following Alg. 3)

5 No cache

highest valuation. It can be seen that the result from Alg. 4

(i.e., the strategy-proof case) is close to the result from the

ideal case and is much better than the result from the random

bidding process, thereby demonstrating the efficiency of Alg.

4. Furthermore, the CDF of vehicle utility is shown in Fig. 13

in order to validate the strategy-proofness of the auction. For

the “maximal” case in the figure, we let a randomly selected

buyer bid the item with the largest valuation among all the

bids. It can be seen that when all the buyers bid truthfully,

the utilities are above 0, satisfying the individual rationality
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property. Also, these utilities are larger than the “maximal”

case, demonstrating the truthfulness property.

We also evaluate the efficiency of the backhaul link u-

tilization given in Alg. 5. Fig. 14 and Fig. 15 show the

total OPEX and its components within a certain duration

under different conditions. From Fig. 14, when the ratio

between compensation price and cost price increases, the total

compensations drop while total costs increase. Also, it can be

seen that the transition is sensitive to the price ratio since

buyers with higher priorities (and thereby higher bids and

valuations) are more likely to win the bids, which means

their CR-C ratios are higher. In Fig. 15, we fix the price ratio

and evaluates the effect of content caching policy. Totally five

different scenarios are compared and they are described in Tab.

III. The smallest OPEX appears in the second scenario, which

uses the qrt calculated from maximal rate and only caches

the contents with CR-C ratios lower than the threshold. The

reasons are that the benefits of cached contents can be truly

evaluated by considering the link qualities of winners instead

of all vehicles, and the unworthy contents with respect to

OPEX minimization can be filtered.

VII. CONCLUSION

In this paper, we have investigated the dynamic link uti-

lization problem within the 5G edge framework of cached

infostation for cost-effective and efficient edge vehicular in-

fotainment services. We have studied the framework from

two different perspectives, i.e., vehicle users’ perspective and

network operator’s perspective, respectively. For the vehicle

users perspective, we aim to maximize the vehicular access

network throughout. First, we have formulated the wireless

resource scheduling problem to deal with the allocation of

wireless link time slots, where a heuristic optimization method

has been developed. Secondly, we have proposed the backhaul

link utilization, which can be responsible for determining

the usage of backhaul link slots for either content caching

or data prefetching, and an optimal allocation method has

been presented. In addition, we have proposed the content

caching policy to decide which contents should be cached

at the infostations, and an utility-based selection method has

been given. For the network operator’s perspective, we have

modeled the wireless resource scheduling problem via the

auction process, and a strategy proof auction mechanism has

been developed. Also, an OPEX minimization goal has been
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achieved through a new backhaul link utilization method,

which considers the tradeoff between compensations and costs.

For our future work, we will investigate the potential of edge

infostation cooperation to further improve the content delivery.

We will also study the handover process if the coverage areas

of infostations are overlapped.
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