
2162-2337 (c) 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/LWC.2018.2883467, IEEE Wireless
Communications Letters

1

A Destination-Aided Wireless Energy Transfer
Scheme in Multi-Antenna Relay Sensor Networks

Ruijin Sun, Ying Wang, Runcong Su, Nan Cheng and Xuemin (Sherman) Shen

Abstract—We propose a destination-aided wireless energy
transfer scheme in wireless relay sensor networks, where the
power of the information collector who has stable power supply
is fully exploited. Specifically, a multi-antenna three-node (S,
R, D) relay system is considered, where the energy-constrained
node R (sensor) assists to forward the message from S (sensor)
to D (information collector), and also reports its own sensing
information to D. To enhance the amount of scavenged energy at
R, the strong energy stream is first transferred by D. The trans-
mitter beamformers, receiver vectors and the relay processing
matrix are jointly optimized to maximize the rate of R subject
to the required rate of S and the power constraints. To solve this
non-convex problem efficiently, these variables are alternatively
optimized. Numerical results show that our proposed scheme
greatly improves the capacity region, especially when the relay
is close to the destination.

Index Terms—Destination-aided wireless energy transfer, relay
processing matrix, non-convex optimization

I. INTRODUCTION

Wireless sensor networks, consisting of spatially distributed
low-power sensors, have been widely deployed for environ-
mental sensing and building structural monitoring, etc. These
sensors need to periodically report their sensing results to the
information collector. To enlarge the communication range,
some sensors are frequently selected as relays to help forward
the information. As a result, the energy of relay sensors
can be consumed quickly, which shortens the lifetime of the
whole network. However, replacing batteries of these sensors
is inconvenient in some cases, such as the toxic environmental
monitoring [1].

As a promising solution to prolong the lifetime, wireless
energy transfer enables energy-constrained sensors to harvest
the radio frequency (RF) energy from the ambient environ-
ment. Different from other renewable energy resources, RF
electromagnetic wave makes the simultaneous wireless infor-
mation and power transfer (SWIPT) possible. To implement
it, the received stream is divided into two flows by the power
splitting (PS) scheme with one for information decoding (ID)
and the other for energy harvesting (EH) [2]. Based on the
PS scheme, resource allocations in SWIPT relay networks
have been widely investigated, where the energy-constrained
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Fig. 1. Destination-aided energy transfer scheme in a MIMO relay network.

relays can first harvest the energy from the source and then
forward the message to the destination [3]. Nevertheless, for
the information reporting process in wireless sensor networks,
the scavenged energy at relay sensors is severely restricted by
the low-power source sensors.

To tackle this energy shortage problem in some inconvenient
battery-replacing scenarios, we propose a destination-aided
wireless energy transfer scheme in sensor networks to fully
exploit the power of the destination, i.e., the information
collector with stable power supply. In particular, the energy-
constrained relay is mainly powered by the strong energy
stream sent by the destination. Different from [4] that the relay
only helps to forward the message from source to destination,
in this letter, we consider a more practical scenario where the
relay sensor also reports its own sensing information to the
destination. Then, the transmitter beamformers, the receiver
vectors and the relay processing matrix are jointly optimized
to maximize the relay rate subject to the required source rate
and the power constraints. Alternating optimization method is
adopted to handle this non-convex problem. Numerical results
show that our proposed scheme greatly outperforms other
schemes in terms of the capacity region.

Notations: ∥.∥2 and ∥.∥F refer to the Euclidean norm and
the Frobenius norm, respectively. ⊗ is the kronecker product.

II. SYSTEM MODEL AND PROBLEM FORMULATION

This letter considers a wireless relay sensor network, which
is modeled as a three-node multi-antenna relay system, as
shown in Fig. 1. Nodes S and R are low-power sensors,
and node D is an information collector with constant power
supply. In this scenario, node R not only assists to forward
the information of node S to node D, but also reports its own
information to node D. To facilitate the information transmis-
sion, a destination-aided wireless energy transfer scheme is
proposed, where the energy-constrained node R is powered
by node D which has reliable power supply. The numbers
of antennas at nodes S, R, D are denoted by Ns, Nr and
Nd, respectively. The entire communication process consists
of two equal phases, and each phase is normalized to be 1.

In the first phase, node S sends information signal xs with
E
[
|xs|2

]
= 1 to node R for the information forwarding.

Meanwhile, node D also transmits energy signal xd with
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E
[
|xd|2

]
= 1 to power the energy-limited node R. As a result,

the signal received at node R is expressed as

yr = Hsrwsxs +HH
rdwdxd + nr, (1)

where ws ∈ CNs×1 and wd ∈ CNd×1 are respectively the
beamforming vectors at node S and D; Hsr ∈ CNr×Ns and
HH

rd ∈ CNr×Nd are respectively the channel matrices from S
to R, and D to R; nr ∼ CN (0, σ2

rINr ) is the received noise
vector at node R. To simultaneously decode the information
and harvest the energy, the PS scheme is adopted at node R.
Specifically, the received RF flow is divided into two streams,
one for EH and the other for ID. Denote by ρ and 1 − ρ
the allocated power ratios for the ID stream and EH stream,
respectively. Thus, the energy stream for EH is given as

yEH
r =

√
1− ρ(Hsrwsxs +HH

rdwdxd + nr) (2)

with the harvested energy

PEH
r (ws,wd)=(1−ρ)ξ

(
∥Hsrws∥22+

∥∥HH
rdwd

∥∥2
2
+σ2

r

)
, (3)

where 0 < ξ ≤ 1 is the energy harvesting efficiency. Besides,
the information flow can be expressed as

yID
r =

√
ρ(Hsrwsxs +HH

rdwdxd + nr)+nc, (4)

where nc ∼ CN (0, σ2
cINr ) is the circuit noise vector due to

the signal frequency conversion from RF to the baseband.
In the second phase, node R not only forwards the message

from S to D using the amplify-and-forward (AF) protocol, but
also sends its own information xr with E

[
|xr|2

]
= 1 to node

D. Mathematically, the signal transmitted by node R is

xID
r = FyID

r +wrxr (5)

= F
(√

ρ(Hsrwsxs +HH
rdwdxd + nr)+nc

)
+wrxr,

where F ∈ CNr×Nr is the relay processing matrix and wr ∈
CNr×1 is the beamforming vector for node R’s own message
xr. Hence, the power consumption at node R is given as

Pr(ws,wd,wr,F) =ρ
(
∥FHsrws∥22 +

∥∥∥FHH
rdwd

∥∥∥2
2

(6)

+ σ2
r ∥F∥

2
F

)
+ σ2

c ∥F∥
2
F + ∥wr∥22 .

Assuming that node D can successfully cancel its self-
interference signal xd, the received signal at node D is

yd = Hrd(
√
ρFHsrwsxs+

√
ρFnr+Fnc+wrxr)+nd, (7)

where Hrd is the channel matrix from node R to D, and nd ∼
CN (0, σ2

dINd
) is the received noise vector at node D. The

received signal to interference plus noise ratios (SINRs) at
node D to decode the information of node S and node R are
respectively given as

γs(ws,wr,F,vs) = (8)

ρ
∣∣vH

s HrdFHsrws

∣∣2
|vH

s Hrdwr|2 + (σ2
rρ+ σ2

c ) ∥vH
s HrdF∥

2
2
+ σ2

d ∥vs∥
2
2

,

and γr(ws,wr,F,vr) = (9)∣∣vH
r Hrdwr

∣∣2
ρ|vH

r HrdFHsrws|2 + (σ2
rρ+ σ2

c ) ∥vH
r HrdF∥

2
2
+ σ2

d ∥vr∥
2
2

,

where vs ∈ CNd×1 and vr ∈ CNd×1 are receiver vectors for
the information of node S and R, respectively. Hence, the rate
of node R is Rr = log2(1 + γr).

In this letter, the transmitter beamformers {ws,wd,wr}, the
relay processing matrix F and the receiver vectors {vs,vr}
are jointly optimized to maximize the achieved rate of node R,
subject to the minimum required rate of node S, Rmin

s , and the
energy consumption in the system. The optimization problem
can be formulated as (P1)

max
vr,vs,wr,ws,wd,F

γr(ws,wr,F,vr) (10a)

s. t. γs(ws,wr,F,vs) ≥ γmin
s , (10b)

Pr(ws,wd,wr,F) ≤ PEH
r (ws,wd), (10c)

∥ws∥22 ≤ Ps, ∥wd∥22 ≤ Pd, (10d)

where γmin
s = 2R

min
s − 1 is the minimum SINR of node S; Ps

and Pd are respectively the maximum allowed power of nodes
S and D. (10c) is the energy causality constraint and (10d) are
the energy consumption constraints.

III. PROBLEM SOLUTION

Obviously, problem P1 is non-convex and hard to directly
solve. To tackle this difficulty, in this section, we alternatively
optimize the transmit beamforming vectors {ws,wd,wr}, the
relay processing matrix F and the receiver vectors {vs,vr}
until problem converges.

A. The Optimization of Receiver Vectors

With given {ws,wd,wr} and F, we first optimize the re-
ceiver vectors {vr,vs}. Define ar = Hrdwr,Br = ρbrb

H
r +

(σ2
rρ+ σ2

c )HrdFF
HHH

rd + σ2
dINd

,br = HrdFHsrws, Bs =
Hrdwrw

H
r HH

rd + (σ2
rρ + σ2

c )HrdFF
HHH

rd + σ2
dINd

,as =√
ρHrdFHsrws, the original problem is rewritten as (P2)

max
vr,vs

vH
r ara

H
r vr

vH
r Brvr

, s. t.
vH
s asa

H
s vs

vH
s Bsvs

≥ γmin
s , (11)

where both the objective function and the left hand of the con-
straint are generalized Rayleigh quotients. Hence, the optimal
v∗
r and v∗

s can be respectively obtained in closed-forms:

v∗
r=qmax

(
B−1

r ara
H
r

)
=

B−1
r ar∥∥B−1
r ar

∥∥
2

, v∗
s=

B−1
s as∥∥B−1
s as

∥∥
2

, (12)

where qmax(A) is the eigenvector corresponding to the max-
imum eigenvalue of A.

B. The Optimization of Transmitter Beamformers

Then, the transmitter beamformers {ws,wd,wr} are op-
timized with the fixed F and {vr,vs}. Let hH

rrd =
vH
r Hrd,h

H
rsd = vH

r HrdFHsr,h
H
ssd = vH

s HrdFHsr,h
H
srd =

vH
s Hrd, the original problem P1 can be recasted as (P3)

max
wr,ws,wd

∣∣hH
rrdwr

∣∣2
ρ
∣∣hH

rsdws

∣∣2 + a
s. t.

ρ
∣∣hH

ssdws

∣∣2∣∣hH
srdwr

∣∣2 + b
≥γmin

s , (13a)

ρ

(
∥FHsrws∥22 +

∥∥∥FHH
rdwd

∥∥∥2
2

)
+ ∥wr∥22 +c ≤

(1− ρ)ξ
(
∥Hsrws∥22 +

∥∥HH
rdwd

∥∥2
2

)
, (10d), (13b)
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where a = (σ2
rρ + σ2

c )
∥∥hH

rrdF
∥∥2
2
+ σ2

d ∥vr∥
2
2 , b = (σ2

rρ +

σ2
c )

∥∥hH
srdF

∥∥2
2
+σ2

d ∥vs∥
2
2 , c = (σ2

rρ+σ2
c ) ∥F∥

2
F −(1−ρ)ξσ2

r .
To solve this non-convex problem, we first relax it to a semi-

definite programming (SDP) problem. Let Ws = wsw
H
s ,

Wd = wdw
H
d and Wr = wrw

H
r , problem P3 can be relaxed

as (P4)

max
Wr,Ws,Wd

Tr(HrrdWr)

ρTr(HrsdWs) + a
(14a)

s. t. ρTr(HssdWs) ≥ γmin
s (Tr(HsrdWr) + b) , (14b)

Tr(HsWs) + Tr(HdWd) + Tr(Wr) ≤ −c, (14c)
Tr(Ws) ≤ Ps, Tr(Wd) ≤ Pd, (14d)

where Hrrd = hrrdh
H
rrd,Hrsd = hrsdh

H
rsd,Hssd =

hssdh
H
ssd,Hsrd = hsrdh

H
srd,Hfsr = HH

srF
HFHsr,Hfrd =

HrdF
HFHH

rd, H̄sr = HH
srHsr, H̄rd = HrdH

H
rd,Hs =

ρHfsr − (1 − ρ)ξH̄sr,Hd = ρHfrd − (1 − ρ)ξH̄rd.
Note that problem P4 is a linear fractional programming
problem and can be dealt with the Charnes-Cooper trans-
formation. Introduce a slack variable t > 0 and define
Ŵr=tWr,Ŵs=tWs,Ŵd=tWd, problem P4 can be equiv-
alently rewritten as (P5)

max
Ŵr,Ŵs,Ŵd,t>0

Tr(HrrdŴr) (15a)

s. t. ρTr(HrsdŴs) + at = 1, (15b)

ρTr(HssdŴs) ≥ γmin
s

(
Tr(HsrdŴr) + bt

)
, (15c)

Tr(HsŴs) + Tr(HdŴd) + Tr(Ŵr) ≤ −ct, (15d)

Tr(Ŵs) ≤ tPs, Tr(Ŵd) ≤ tPd, (15e)

which is a convex SDP, and can be solved by CVX [5].
However, the ranks of achieved optimal matrices may be

higher than one. Based on the Theorem 3.2 in [6], there
always exists optimal solution to problem P5 satisfying
Rank2(Ŵ∗

r)+Rank2(Ŵ∗
s)+Rank2(Ŵ∗

d) ≤ 4, where 4 is the
number of generalized constraints. Thus, ignoring the trivial
rank-zero case, there always exists optimal rank-one solution.
According to Appendix A in [6], the rank-one solution can
be found via the rank-reduction procedure. Consequently, the
optimal w∗

s , w∗
d and w∗

r can be obtained.

C. The Optimization of Relay Processing Matrix
Finally, with the given {ws,wd,wr} and {vs,vr},

we design the relay processing matrix F. Define
hsrs=Hsrws,hrdd = HH

rdwd, problem P1 is equivalently
rewritten as (P6)

min
F

ρ
∣∣hH

rrdFhsrs

∣∣2 + (σ2
rρ+ σ2

c )
∥∥hH

rrdF
∥∥2
2

(16a)

s. t. ρ
∣∣hH

srdFhsrs

∣∣2≥γmin
s

(
(σ2

r + σ2
c )ρ

∥∥hH
srdF

∥∥2
2
+a′

)
, (16b)

ρ
(
∥Fhsrs∥

2
2+∥Fhrdd∥

2
2+σ2

r ∥F∥
2
F

)
+σ2

c ∥F∥
2
F ≤ b′, (16c)

where a′ =
∣∣vH

s Hrdwr

∣∣2 + σ2
d ∥vs∥

2
2 , b

′ = (1 −
ρ)ξ

(
∥hsrs∥22 + ∥hrdd∥22 +σ2

r

)
− ∥wr∥22.

To make problem P6 tractable, we adopt equation-
s vec(AXB) = (BT ⊗ A)vec(X) and Tr(XT

1 X2) =
vec(X1)

Tvec(X2) to further reformulate problem P6 as (P7)

min
f

fHAf f s. t. fHBf f + γmin
s a′ ≤ 0, fHCf f ≤ b′, (17)

where f = vec(F),Af =
(
ρ(hsrsh

H
srs)

T
+ (σ2

rρ+ σ2
c )I

)
⊗

(hrrdh
H
rrd),Bf =

(
−ρ(hsrsh

H
srs)

T
+ Γmin

s (σ2
rρ+ σ2

c )I
)
⊗

(hsrdh
H
srd),Cf = ρ

(
(hsrsh

H
srs)

T
+ (hrddh

H
rdd)

T ) ⊗
INr×Nr

+ (ρσ2
r + σ2

c )IN2
r×N2

r
. Note that matrice Af and Cf

are positive-definite, while matrix Bf is only hermitian but
indefinite. Thus, problem P7 is a non-convex quadratically
constrained quadratic programming (QCQP) problem. It is
easy to observe that this non-convex problem can be handled
by the semi-definite relaxation (SDR) and the rank-reduction
procedure, which is similar to problem P3. However, the
computation complexity will become extremely high when
the number of relay antennas increases.

To lower the complexity, we propose a parallel algorithm
based on the alternating directions method of multipliers
(ADMM) [7], which can also directly yield the semi-closed
form rank-one solution. The basic idea is to introduce local
variables for each constraint and convert this QCQP problem
into several QCQP problems with one constraint (QCQP-1),
which can be solved efficiently. Let us introduce local variables
{f1, f2} and rewrite P7 as a consensus-ADMM form (P8)

min
f

fHAf f (18a)

s. t. fH1 Bf f1 ≤ −γmin
s a′, fH2 Cf f2 ≤ b′, (18b)

f=f1, f=f2. (18c)

According to [7], this consensus problem can be iteratively
solved by following steps:

f ← (Af + 2θI)−1
(
θ
∑2

i=1
(fi +αi)

)
, (19)

f1 ← argmin
f1
∥f1−f+α1∥22 , s. t. fH1 Bf f1≤−γmin

s a′, (20)

f2 ← argmin
f2
∥f2 − f +α2∥22 , s. t. fH2 Cf f2 ≤ b′, (21)

αi = αi + fi − f , i ∈ {1, 2}, (22)

where αi is the scaled dual variable for equation constraint
f = fi and θ is the penalty factor. Note that there are two block
variables, i.e., global variable f and local variables {fi}, to be
alternatively optimized. Hence, the ADMM-based algorithm
can converge to a KKT point of non-convex problem P7 [7].

Observing from (19)-(22), the update of f and {αi} can be
easily calculated. In the following, we focus on the update of
f1, which is a QCQP-1 problem. As proved in [5], QCQP-1
problem satisfies the strong duality and can be solved optimal-
ly. Since Bf is hermitian matrix, it yields that Bf = QΛQH ,
where Λ is a real diagonal matrix and Q is a unitary matrix.
Define β1 = f − α1, β̄1 = QHβ1, f̄1 = QHf1, the update of
f̄1 can be reformulated as

min
f̄1

∥∥f̄1 − β̄1

∥∥2
2

s. t. f̄H1 Λf̄1 ≤ −γmin
s a′. (23)

The corresponding Lagrangian function is

L(f̄1;µ) =
∥∥f̄1 − β̄1

∥∥2
2
+ µ

(
f̄H1 Λf̄1 + γmin

s a′
)
, (24)

where µ is the multiplier. Taking the derivative of Lagrangian
function with respect to f̄1, we have

∇L(f̄1;µ) =
(
f̄1 − β̄1

)
+ µΛf̄1 = 0. (25)
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Thus, f̄1= (I+µΛ)
−1

β̄1. From the dual problem of QCQP-
1, we know that I+µΛ ≽ 0. That is 1+µλn ≥ 0, ∀n ∈
{1..., N2

r }, where λn is the n-th eigenvalue of Bf . Substituting
the expression of f̄1 to the constraint of (23), we have
h(µ) = β̄H

1 (I+µΛ)
−1

Λ(I+µΛ)
−1

β̄1+γmin
s a′ ≤ 0, which is

also equal to

h(µ) =

N2
r∑

n=1

λn

(1 + µλn)
2

∣∣β̄1n

∣∣2 + γmin
s a′ ≤ 0, (26)

where β̄1n is the element of vector β̄1. Taking the derivative
of (26), we have

h′(µ) = −
N2

r∑
n=1

2λ2
n

(1 + µλn)
3

∣∣β̄1n

∣∣2 < 0. (27)

Due to the complementarity condition, i.e., µh(µ) = 0, we
can derive that, if h(0) ≤ 0, µ = 0; if h(0) > 0, h(µ) =
N2

r∑
n=1

λn

(1+µλn)
2

∣∣β̄1n

∣∣2 + γmin
s a′=0. Since h(µ) is a monotonic

decreasing function, the solution for h(µ) = 0 is unique and
can be found via the Newtons method. Once the optimal µ∗

is obtained, f∗1 can also be achieved.
Similarly, we can derive the f∗2 in (21). By alternatively

updating the global variable f , local variables {f1, f2} and
multipliers {α1,α2} until the algorithm converges, f∗ can be
obtained. Subsequently, the relay processing matrix F∗ can be
achieved by reshaping the f∗.

Notice that our proposed algorithm alternatively optimizes
three blocks of variables. With each iteration, the achieved
rate of node R, Rr, is improved. Besides, there exists an
upper bound value of Rr due to the limitation of the trans-
mission power. Therefore, the proposed algorithm can always
converge, which is also verified in the numerical results.

IV. NUMERICAL RESULTS

Numerical examples are presented in this section to validate
our results. We set the numbers of antennas as Ns = Nr =
Nd = 4 and the transmission powers as Ps = 30 dBm and
Pd = 35 dBm. The noise power is σ2

r = σ2
c = σ2

d = 0 dBm
and the energy conversion efficiency is ξ = 30%. Assume
that dsd = dsr + drd = 6 m and the path-loss exponent is
3.5. All channel entries are independently generated from i.i.d.
Rayleigh fading with the respective average power values. In
the simulation, the optimal ρ is found via exhaustive search
among 0.01:0.01:0.99.

The convergence performance is shown in Fig. 2. It can be
seen that our proposed algorithm converges after 4 iterations.

Then, Fig. 3 shows the achievable R-S rate regions. The ’naive
F scheme’ means F = I and the ’no energy-aided scheme’
represents Pd = 0 W. Clearly, our proposed scheme can
improve the rate of node R up to 80%, as compared with
the no energy-aided scheme. This validates the necessity of
destination-aided wireless energy transfer for the information
reporting process in low-power sensor networks.

The impact of node R’s location on the rate of R is shown in
Fig. 4. As compared with the ’no energy-aided scheme’, our
proposed scheme has significant advantage especially when
node R is closer to node D. Furthermore, with the increase
of drd/dsd, the achieved rate of node R first decreases due
to the reduction of harvested energy from node D, and then
increases due to the enhanced signal strength from node S.

V. CONCLUSION

We have proposed a destination-aided wireless energy trans-
fer scheme in wireless relay sensor networks, where the
energy-limited relay sensor is powered by the information
collector who has reliable power supply. The formulated
problem, which aims to maximize the rate of the relay by
jointly designing transmitter beamformers, receiver vectors
and the relay processing matrix, has been effectively solved.
It has been shown that the capacity region can be greatly
improved with our proposed scheme. Moreover, the location of
relay has a significant impact on the system rate. In the future,
the relay selection scheme will be designed for destination-
aided multi-relay energy-harvesting networks.
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