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Abstract

For variable annuity policies, management fees for the most basic guarantees are charged at a constant rate throughout the term of the policy. This creates a misalignment of risk and income – the fee income is low when the option value is high, and vice versa. In turn, this may create adverse incentives for policyholders, for example, encouraging surrenders when the options are far out-of-the-money.

In this paper we explore a new fee structure for variable annuities, where the fee rate supporting the cost of guarantees depends on the moneyness of those guarantees. We derive formulas for calculating the fee rates assuming fees are paid only when the guarantees are in-the-money, or are close to being in-the-money, and we illustrate with some numerical examples. We investigate the effect of this new fee structure on the surrender decision.
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1 Introduction

Variable Annuities (VAs) are generally issued as definite term, single or regular premium, separate account investment policies, with guaranteed minimum payments on death or maturity. Because of the embedded guarantees, and because of advantageous tax treatment of the proceeds, the demand for these products has been strong, even through the recent recession. The technical challenges created by these products include design, pricing, valuation and risk management; of course, each of these is intricately related to all the others (Hardy (2003), Boyle and Hardy (2003), Palmer (2006), Coleman, Kim, Li, and Patron (2007)).

The original design of the contracts issued in North America in the 1990s and early 2000s offered fairly straightforward guarantees – for example, a minimum payment of a return of premium on death or maturity. However, over time the guarantees have become increasingly complex. The range of guaranteed minimum benefits is often referred to as “GMxBs” (Bauer, Kling, and Russ (2008)), to cover GMDBs (death benefits), GMMBs (maturity), GMIBs (income), GMABs (accumulation) and so on. The more complex guarantees have evolved partly for marketing purposes, to distinguish one insurer’s product from its competitors’, but also, in some cases, to avoid potentially costly lapse and re-entry incentives. Modern products offer a range of income and withdrawal benefits as optional riders, including the plain vanilla ‘capital protection’ or GMMB.

Guarantees are typically funded by a fixed fee rate. It has been noted (see Bauer, Kling, and Russ (2008) for example) that the fixed fee structure creates incentives for policyholders to surrender when their guarantees are well out-of-the-money. If a policy with a return-of-premium GMMB has an account value very much higher than the guarantee, then it may be worthwhile for the policyholder to lapse the contract and invest directly in the underlying funds; there is little point in continuing to pay for an option with negligible value. Or, the policyholder could lapse and purchase a new policy with the proceeds; the new policy would have a guarantee which is at-the-money, for (perhaps) the same cost as the old policy with an out-of-the-money guarantee. It will not always be rational for the policyholder to lapse and re-enter, for example, if the tax liability exceeds the additional value created by the lapse and re-entry, or if the insurer imposes a surrender charge, but in many cases it may be an optimal strategy for the policyholder (see Milevsky and Salisbury (2001), Moenig and Bauer (2012) and Bernard and MacKay (2014)).

The fixed fee rate is unsatisfactory from a risk management perspective also because
there is a misalignment of the fee income and the option cost. When markets fall, the option value is high, but the fee income is reduced. When markets rise, the fee income increases, but there is negligible guarantee liability.

In this paper we investigate a dynamic fee structure for GMMBs and GMDBs, where the fee rate depends in some way on the evolving embedded option value. Specifically, we develop pricing formulas for a contract for which the fee (applied as a proportion of the policyholder’s fund) is only payable when the fund value is below the guaranteed benefit – that is, when the embedded option is in-the-money. A similar formula was derived for equity options in Karatzas and Shreve (1984). However, our formula is more general, and we present details that will make it easier to use for the reader. We also extend the results to allow for a threshold for fee payments that is higher than the guaranteed amount, so that the fee begins to be paid when the fund moves close to being in-the-money. For convenience, we refer to this fee structure as ‘state-dependent’, where the states being considered are simply (1) the policyholder’s fund \( F_t \) lies above a given barrier \( B \), and (2) \( F_t \) lies below the barrier, \( B \). The motivation for this paper was a VA-type contract issued by Prudential UK, whose “flexible investment plan” is an equity-linked policy with an optional GMDB, for which the fee is paid only if the fund value is below the guaranteed level. See Prudential(UK) (2012), page 11, for details. Thus, this is a practical design proposition, at least for the GMDB. The advantages for an optional GMDB rider are clear; once the guarantee is no longer valuable, the policyholder pays the same fees as those who did not select the GMDB rider. Additionally, the alignment of income and liability value is better managed. One major disadvantage however is that by paying for the option only when the option is in the money, the fee rates at those times will be high, especially for GMMBs, to the extent that the contract will no longer appear competitive with other investment alternatives, and which could also exacerbate the option liability through fee drag. We discuss this further in Section 4.

Although the policyholder’s option to surrender is impacted by the fee structure, in this paper we derive and evaluate fair fees assuming, initially, no policy surrenders. It would be straightforward to adapt the formulae to allow for deterministic surrenders. In Section 5 we consider further the impact of the fee structure on the surrender incentive. Many recent works on variable annuities have incorporated optimal surrenders in the pricing analysis (see, for example, Bacinello, Millossovich, Olivieri, and Pitacco (2011) and Belanger, Forsyth, and Labahn (2009)). The complexity added by the state-dependent fee makes this more complex in this case than in the flat fee context, and a full analysis is beyond the scope of this paper. In Section 5 we present a preliminary analysis of the surrender incentive, to support the intuition that the state-dependent fee structure
reduces the incentive to surrender for policies that are substantially out-of-the-money.

The rest of this paper is organized as follows. In Section 2 we present the model (which follows the standard Black-Scholes assumptions) and the pricing of a general European option given that the fee is only paid when the fund value is below some critical level. In Section 3 we apply the results to the simple guaranteed minimum maturity and death benefits embedded in a VA contract. Some numerical illustrations can be found in Section 4. A first analysis of the surrender incentive is presented in Section 5. Section 6 studies the robustness of the results to the Black-Scholes model assumption. Section 7 concludes.

2 Pricing with state-dependent fee rates

2.1 Notation

Consider a simple variable annuity contract and denote by $F_t$ the underlying fund value at time $t$. Assume that there is a single premium $P$ paid at time 0 by the policyholder. Further assume that the premium (minus some fixed initial expense) is fully invested in an equity index $S_t$ which follows a geometric Brownian motion under the risk-neutral measure $Q$:

$$dS_t = S_t (r \, dt + \sigma dW_t).$$

Here $r$ denotes the continuously compounded risk-free rate and $\sigma$ is the volatility. Furthermore suppose that management fees are paid out of the fund at a constant percentage $c$ whenever the value of the fund, $F_t$, lies below a given level $B$. Let $C_t$ be the total fees paid at time $t$; its dynamics are given by

$$dC_t = cF_t 1_{\{F_t < B\}} \, dt,$$

where $1_A$ is the indicator function of the set $A$. The dynamics of the fund are thus given by

$$\frac{dF_t}{F_t} = \frac{dS_t}{S_t} - c 1_{\{F_t < B\}} \, dt, \quad 0 \leq t \leq T,$$

with $F_0 = P - e$, where $P$ is the initial premium and $e$ is the fixed expense charge deducted by the insurer at inception. Throughout this paper, we assume $e = 0$. Using Ito’s lemma to compute $d\ln(F_t)$, and integrating, we obtain the following solution to
\[ F_t = F_0 \exp \left\{ \left( r - \frac{\sigma^2}{2} \right) t - c \int_0^t 1_{\{F_s < B\}} ds + \sigma W_t \right\}. \]  

(2)

### 2.2 Pricing the VA including guarantees with state-dependent fee rates

We first consider a simple European style guarantee, with term \( T \)-years, and with a payout that depends only on \( F_T \). Let \( g(T, F_T) \) be the total payoff of the VA – that is, the policyholder’s fund plus any additional payments arising from the embedded option. For example \( g(T, F_T) = \max(G, F_T) \) where \( G \) is the guaranteed payout at time \( T \). Our first objective in this paper is to compute the following value

\[ P_{0, F_0} := E_{Q}[e^{-rT} g(T, F_T)], \]

which corresponds to the market value (or no-arbitrage price) of the VA at time 0 for its payoff \( g(T, F_T) \) paid at time \( T \). As we discuss above, for simplicity, we ignore lapses and surrenders, and value the contract as a definite term investment.

As the fee is only paid when the fund value \( F_t \) is below the level \( B \), we introduce the occupation time

\[ \Gamma_{t,F}^{-}(B) = \int_0^t 1_{\{F_s < B\}} ds, \]

(3)

which corresponds to the total time in the interval \((0, t)\) for which the fund value lies below the fee barrier \( B \).

**Proposition 2.1** (No-Arbitrage Price). Let \( \theta_t := -\alpha + \frac{2}{\sigma} 1_{\{F_t < B\}} \) where \( \alpha = \frac{1}{\sigma} \left( r - \frac{\sigma^2}{2} \right) \) and let \( K = \frac{1}{\sigma} \ln \left( \frac{B}{F_0} \right) \). Define a probability \( \tilde{Q} \) by its Radon-Nikodym derivative with respect to the risk-neutral probability \( Q \)

\[ \left( \frac{d\tilde{Q}}{dQ} \right)_T = \exp \left\{ \int_0^T \theta_s dW_s - \frac{1}{2} \int_0^T \theta_s^2 ds \right\}. \]

(4)

Then,

\[ P_{0, F_0} = e^{-rT - \frac{\sigma^2}{2} T} E_{\tilde{Q}} \left[ \exp \left\{ \alpha \tilde{W}_T + \beta \Gamma_{T, \tilde{W}}^{-}(K) - \frac{c}{\sigma} \int_0^T 1_{\{\tilde{W}_s < K\}} d\tilde{W}_s \right\} g \left( T, F_0 e^{\sigma \tilde{W}_T} \right) \right]. \]

(5)

\(^1\)This means that \( \tilde{Q}(A) = E \left[ \frac{d\tilde{Q}}{dQ} 1_A \right] \) for any measurable set \( A \).
where $\beta = \frac{c}{\sigma^2} \left( r - \sigma^2 - \frac{c}{2} \right)$ and $\tilde{W}_t = W_t - \int_0^t \theta_s ds$ is a $\tilde{Q}$–Brownian motion, and $\Gamma_{T,\tilde{W}}^{-}(K)$ is defined similarly as in (3) and represents the occupation time of $\tilde{W}$ below $K$.

Proof. This proof is based on Section 5 of Karatzas and Shreve (1984). Recall that $W_t$ is a standard Brownian motion under the risk-neutral probability measure $Q$. By Girsanov’s Theorem it is clear that $\tilde{W}_t = W_t - \int_0^t \theta_s ds = W_t + \alpha t - \frac{c}{\sigma^2} \int_0^t \mathbf{1}_{\{\tilde{W}_s < K\}} ds$ is a standard Brownian motion under the probability measure $\tilde{Q}$ defined in (4). Furthermore, observe that $F_t = F_0 e^{\sigma \tilde{W}_t}$, for $0 \leq t \leq T$, so that the occupation time of the fund below the level $B$ can be rewritten using the Brownian motion $\tilde{W}$ under the new probability measure $\tilde{Q}$

$$\{F_t < B\} = \left\{ \tilde{W}_t < K \right\},$$

where $K := \frac{1}{\sigma} \ln \left( \frac{B}{F_0} \right)$. In other words, the occupation time $\Gamma_{t,F}^{-}(B)$ (given in (3)), is also $\Gamma_{t,\tilde{W}}^{-}(K) = \int_0^T \mathbf{1}_{\{\tilde{W}_s < K\}} ds$ (using the equivalence in (6)). Note that we can express the Radon-Nikodym derivative $\left( \frac{d\tilde{Q}}{dQ} \right)_T$ as

$$\left( \frac{d\tilde{Q}}{dQ} \right)_T = \exp \left\{ \int_0^T \theta_s (d\tilde{W}_s + \theta_s ds) - \frac{1}{2} \int_0^T \theta_s^2 ds \right\}$$

$$= \exp \left\{ \int_0^T \theta_s d\tilde{W}_s + \frac{1}{2} \int_0^T \theta_s^2 ds \right\}$$

$$= \exp \left\{ -\alpha \tilde{W}_T + \frac{c}{\sigma^2} \int_0^T \mathbf{1}_{\{\tilde{W}_s < K\}} d\tilde{W}_s + \frac{\alpha^2}{2} T - \beta \Gamma_{T,\tilde{W}}^{-}(K) \right\}$$

(7)

where

$$\beta = \frac{c}{\sigma^2} \left( r - \frac{\sigma^2}{2} - \frac{c}{2} \right).$$

To get the last equality, (7), we used the fact that

$$\theta_s^2 = \frac{\alpha^2 - \frac{2c}{\sigma^2} \left( r - \frac{\sigma^2}{2} - \frac{c}{2} \right)}{1 \mathbf{1}_{\{\tilde{W}_s < K\}}}. $$
This makes it possible to price a claim \(g(T, F_T)\) on the fund at maturity, under the measure \(\tilde{Q}\):

\[
P_{0,F_0} = E_{\tilde{Q}} \left[ e^{-rT} g(T, F_T) \right] = E_{\tilde{Q}} \left[ \frac{dQ}{d\tilde{Q}} e^{-rT} g(T, F_T) \right]
\]

\[
= E_{\tilde{Q}} \left[ e^{-rT + \alpha \tilde{W}_T - \frac{\alpha^2}{2} T + \beta T \tilde{W}_K} g \left(T, F_0 e^{\sigma \tilde{W}_T} \right) \right],
\]

which ends the proof of Proposition 2.1.

From Proposition 2.1, it is clear that we need the joint distribution of \((\tilde{W}_t, \int_0^t 1_{\tilde{W}_s<K} d\tilde{W}_s, \Gamma_{\tilde{W}}^{-}(K))\) under \(\tilde{Q}\) to evaluate the initial premium \(P_{0,F_0}\). Using the Tanaka formula for the Brownian local time, \(L_t, \tilde{W}(K)\) (see Proposition 6.8 of Karatzas and Shreve (1991)), we can write

\[
\int_0^t 1_{\tilde{W}_s<K} d\tilde{W}_s = L_t, \tilde{W}(K) - (\tilde{W}_t - K)^- + (0 - K)^-,
\]

where we recall that \(x^- = \max(-x, 0)\) so that \((0 - K)^- = \max(K, 0)\). Thus, to price the Variable Annuity contract, we compute the expectation under \(\tilde{Q}\) using the trivariate density\(^{2}\) \(\tilde{Q} \left( \tilde{W}_t \in dx, L_t, \tilde{W}(K) \in dy, \Gamma_{\tilde{W}}^{-}(K) \in dz \right)\), which we recall in the following proposition.

**Proposition 2.2** (Distribution of \((\tilde{W}_T, L_T, \tilde{W}(K), \Gamma_{\tilde{W}}^{-}(K))\) under \(\tilde{Q}\)). Denote by \(f(x, y, z) = \tilde{Q} \left( \tilde{W}_T \in dx, L_T, \tilde{W}(K) \in dy, \Gamma_{\tilde{W}}^{-}(K) \in dz \right)\) and by \(h(s, x) := \frac{|x|}{\sqrt{2\pi s}} \exp \left\{ -\frac{x^2}{2s} \right\} \). For \(K > 0\), the joint density of \((\tilde{W}_T, L_T, \tilde{W}(K), \Gamma_{\tilde{W}}^{-}(K))\) is given by

\[
f(x, y, z) = \begin{cases} 
2h(z, y + K) h(T - z, y - K + x), & x > K, \ y > 0, \ 0 < z < T \\
2h(T - z, y) h(z, y + 2K - x), & x < K, \ y > 0, \ 0 < z < T \\
\frac{1}{\sqrt{2\pi T}} \left( e^{-\frac{x^2}{T}} - e^{-\frac{(x-2K)^2}{2T}} \right), & x < K, \ y = 0, \ z = T.
\end{cases}
\]

\(^2\)Note that the terminology “density” is used but it is degenerate as there could be some probability mass on \(\{L_T, \tilde{W}(K) = 0, \Gamma_{\tilde{W}}^{-}(K) = T\}\) or on \(\{L_T, \tilde{W}(K) = 0, \Gamma_{\tilde{W}}^{-}(K) = 0\}\).
For $K < 0$, the joint density of \( \left( \widetilde{W}_T, L_T, \tilde{W}(K), \Gamma_{T,W}^{-}(K) \right) \) is given by

\[
f(x, y, z) = \begin{cases} 
2h(z, y) h(T - z, y + x - 2K), & x > K, y > 0, 0 < z < T \\
2h(T - z, y - K) h(z, y - x + K), & x < K, y > 0, 0 < z < T \\
\frac{1}{\sqrt{2\pi T}} \left( e^{-\frac{x^2}{2T}} - e^{-\frac{(x-2K)^2}{2T}} \right), & x > K, y = 0, z = 0.
\end{cases}
\]

**Proof.** Section 3 of Karatzas and Shreve (1984) gives the trivariate density of \( (Z_T, L_T, Z(0), \Gamma_{T,Z}^{+}(0)) \) for a Brownian motion \( Z \) with given initial value \( Z_0 \). To make use of this result, we express \( L_T, \tilde{W}(K) \) and \( \Gamma_{T,W}^{-}(K) \) in terms of \( (Z_T, L_T, Z(0), \Gamma_{T,Z}^{+}(0)) \) where \( Z \) is a Brownian motion such that \( Z_0 = K \). A detailed proof of Proposition 2.2 can be found in Appendix A.

From the expression of the price in Proposition 2.1, and from Tanaka’s formula in (8), we observe that the trivariate density given in Proposition 2.2 can be used to price any European VA. The following proposition summarizes this result.

**Proposition 2.3 (No-arbitrage price).** The no-arbitrage price at time 0 of a VA contract with payoff \( g(T, F_T) \) can be computed as

\[
P_{0,F_0} = e^{-rT - \frac{\sigma^2 T}{2}} \mathbb{E}_{\tilde{Q}} \left[ e^{\alpha \widetilde{W}_T + \beta \Gamma_{T,W}^{-}(K) - \frac{c \Gamma_{T,W}^{-}(K)}{\sigma} + \frac{\sigma}{2} \left( (\widetilde{W}_T - K)^- - \max(K, 0) \right) g(T, F_0 e^{\sigma \tilde{W}_T})} \right]
\]

using the trivariate density of \( \left( \widetilde{W}_T, L_T, \tilde{W}(K), \Gamma_{T,W}^{-}(K) \right) \) given in Proposition 2.2.

### 3 Examples

In this section we apply Proposition 2.3 to price a VA with level GMMB, and a VA with a level GMDB, with state-dependent fees payable when the policyholder’s fund falls below some pre-specified level.

#### 3.1 State-dependent fee rates for a VA with GMMB

The next proposition gives the price of a variable annuity with a guaranteed minimum maturity benefit (GMMB). It pays out the maximum between the value of the fund at
maturity, $F_T$, and a guaranteed amount $G$ at a given maturity date $T$. The payoff is then
\[ g(T, F_T) := \max(G, F_T) = F_T \mathbf{1}_{\{G \leq F_T\}} + G \mathbf{1}_{\{F_T < G\}}. \]  
(9)

Let $P_{0,F_0}^M(T, B, G, c)$ be the no-arbitrage price of this VA at inception assuming that a fee $c$ is taken from the fund continuously, whenever the fund value drops below the level $B$.

**Proposition 3.1 (No-arbitrage price for GMMB with guarantee $G$).** The initial price $P_{0,F_0}^M(T, B, G, c)$ of the GMMB contract is given by
\[ P_{0,F_0}^M(T, B, G, c) = e^{-rT - \frac{\sigma^2}{2} T - \frac{c}{\sigma} \max(0,K)} (F_0 A_T + GD_T), \]  
(10)
where
\[ A_T = \int_{-\infty}^{\infty} \int_0^T e^{(\sigma + \alpha)x + \beta z - \frac{c}{\sigma} y + \frac{c}{\sigma}(x-K)} f(x, y, z) dz dy dx \]
\[ D_T = \int_{H}^{+\infty} \int_0^T e^{\alpha x + \beta z - \frac{c}{\sigma} y + \frac{c}{\sigma}(x-K)} f(x, y, z) dz dy dx \]
with $H := \frac{1}{\sigma} \ln \left( \frac{G}{F_0} \right)$. Recall that $K := \frac{1}{\sigma} \ln \left( \frac{B}{F_0} \right)$ where $B$ is the level that triggers the payment of the continuous fee $c$.

Note that the maturity benefit is usually conditional on the survival of the policyholder. In Proposition 3.1, we ignore mortality risk. In order to add mortality risk, it would suffice to multiply the value of the benefit by the probability that the policyholder survives to maturity.

**Proof.** Using Proposition 2.3 and the expression of the payoff $g(T, F_T)$ given in (9), the result follows. \[\Box\]

We now replace the density $f$ by its expression given in Proposition 2.2 and we can simplify the expressions for $A_T$ and $D_T$. To do so we distinguish four cases. Details are given in Appendix B.

The fair fee rate $c^*$ is then computed such that, for a given premium $P$, the VA value is equal to the premium paid, that is
\[ P = P_{0,F_0}^M(T, B, G, c^*). \]  
(11)
We ignore here other types of expenses and assume there are no other guarantees attached. This is equivalent to finding the fee rate such that, under the risk neutral probability \( Q \), the expected present value of the aggregate income is equal to that of the aggregate payout. For more details, see Marshall, Hardy, and Saunders (2010).

Proposition 3.1 gives integral expressions for the no-arbitrage price of the GMMB. In the special case when the fee is paid only when the option is in-the-money, in other words when \( B = G \), the price of the GMMB is given in the next proposition.

**Proposition 3.2** (No-arbitrage price for GMMB with guarantee \( G \) when \( B = G \)). When the fee is only paid when the option is in-the-money, that is \( B = G \), the initial price \( P^M_{0,F_0}(T, B, G, c) \) of the GMMB contract is given by

\[
P^M_{0,F_0}(T, B, G, c) = e^{-rT - \frac{\sigma^2}{2} T - \frac{c}{2} \max(0,K)}(F_0C_1 + G(C_2 + C_3)),
\]

where

\[
C_3 = \left( \frac{B}{F_0} \right) \frac{\sigma^2}{2} e^{r - \frac{\sigma^2}{2}} \frac{T}{\sigma^2} \left( N \left( \frac{\ln(B/F_0) - \eta T}{\sigma \sqrt{T}} \right) - \left( \frac{B}{F_0} \right)^2 N \left( \frac{\ln(F_0/B)}{\sigma \sqrt{T}} \right) \right)
\]

with \( \eta = r - \frac{\sigma^2}{2} - c \) and \( N(\cdot) \) stands for the cdf of the standard normal distribution. For \( K \geq 0 \) (that is \( G = B \geq F_0 \)),

\[
\begin{align*}
C_1 &= \int_{K}^{\infty} \int_{0}^{T} \int_{0}^{T} \frac{(y+K)(y-K+x)}{\pi \sqrt{z(T-z)^3}} e^{(\alpha+\sigma)x + \beta z - \frac{c y}{\sigma} - \frac{(y+K)^2}{2z} - \frac{(y-K+x)^2}{2(T-z)}} dz dy dx \\
C_2 &= \int_{-\infty}^{K} \int_{0}^{T} \int_{0}^{T} \frac{y(y+2K-x)}{\pi \sqrt{z(T-z)^3}} e^{(\alpha-\tilde{\sigma})x + \beta z - \frac{c y}{\tilde{\sigma}} + \frac{K}{\sigma \sqrt{T-z}} - \frac{y^2}{2z} - \frac{(y+2K-x)^2}{2(T-z)}} dz dy dx,
\end{align*}
\]

and for \( K < 0 \) (that is \( G = B < F_0 \))

\[
\begin{align*}
C_1 &= \int_{K}^{\infty} \int_{0}^{T} \int_{0}^{T} \frac{y(y+2K-x)}{\pi \sqrt{z(T-z)^3}} e^{(\alpha-\tilde{\sigma})x + \beta z - \frac{c y}{\tilde{\sigma}} - \frac{y^2}{2z} - \frac{(y-2K+x)^2}{2(T-z)}} dz dy dx \\
C_2 &= \int_{-\infty}^{K} \int_{0}^{T} \int_{0}^{T} \frac{y-K(y-x+K)}{\pi \sqrt{z(T-z)^3}} e^{(\alpha-\tilde{\sigma})x + \beta z - \frac{c y}{\tilde{\sigma}} + \frac{K}{\sigma \sqrt{T-z}} - \frac{(y-K)^2}{2z} - \frac{(y+K-x)^2}{2z}} dz dy dx.
\end{align*}
\]

Details can be found in Appendix B in the case when \( H = K \).
3.2 State-dependent fee rates for a VA with GMDB

In this section, we price a guaranteed minimum death benefit rider, which guarantees a minimum amount if the policyholder dies before maturity of the contract. Let us first introduce some notation. Let $\tau_x$ be the random variable representing the future lifetime of a policyholder aged $x$ and let $\lfloor \tau_x \rfloor$ denote his curtate future lifetime$^3$. Let also $t p_x = P(\tau_x > t)$ be the probability that a policyholder aged $x$ survives $t$ years and $q_{x+t} = P(t < \tau_x \leq t + 1 | \tau_x > t)$ be the probability that a policyholder aged $x + t$ dies during year $t$. We assume that the GMDB is paid at the end of the year of death, only if death occurs strictly before the maturity $T$ of the contract. The fair price at time 0 of the GMDB is given by

$$E_Q \left[ e^{-r(\lfloor \tau_x \rfloor + 1)} \max(G_{\lfloor \tau_x \rfloor + 1}, F_{\lfloor \tau_x \rfloor + 1}) 1_{\{\lfloor \tau_x \rfloor + 1 \leq T\}} + e^{-rT} F_T 1_{\{\lfloor \tau_x \rfloor + 1 > T\}} \right],$$

where $G_t$ is the guarantee paid at time $t$. Assume that mortality rates are deterministic and that death benefits are paid at the end of the year of death. Under those assumptions, the no-arbitrage price of the payoff of the variable annuity with a GMDB rider, denoted by $P_{0,F_0}^D(T, B, c)$, can be computed using the price for a GMMB obtained in the previous section. It can be seen as a weighted sum of GMMB prices. See, for example, Dickson, Hardy, and Waters (2009) for details.

**Proposition 3.3** (Fair price for GMDB). Under the assumption of deterministic mortality rates, the fair price of a GMDB, $P_{0,F_0}^D(T, B, c)$ is given by

$$P_{0,F_0}^D(T, B, c) = E_Q \left[ \sum_{t=0}^{T-1} t p_x q_{x+t} e^{-r(t+1)} \max(G_t, F_t) + t p_x e^{-rT} F_T \right]$$

$$= \sum_{t=0}^{T-1} t p_x q_{x+t} P_{0,F_0}^M(t, B, G_t, c) + t p_x E_Q \left[ e^{-rT} F_T \right],$$

where $P_{0,F_0}^M(t, B, G_t, c)$ is the market value of a variable annuity of maturity $t$ with a GMMB rider with guaranteed amount $G_t$. We also have that

$$E_Q \left[ e^{-rT} F_T \right] = F_0 e^{-rT - \frac{\alpha^2}{2} T} A_D^D,$$

with

$$A_D^D = \int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{0}^{T} e^{(\alpha + \sigma)x + \beta z - \frac{\sigma^2}{2} y + \frac{\sigma^2}{2} (x - K)^- - \max(x, 0)} f(x, y, z) dz dy dx,$$

$^3$Here, $\lfloor \cdot \rfloor$ denotes the floor function.
where \( f(x,y,z) \) is defined as in Proposition 2.2.

Proof. This result is immediate using (5) and Proposition 2.1. \( \square \)

The fair fee rate for the GMDB benefit is such that the initial premium is equal to the expected value under \( Q \) of the discounted payoff. That is, for a given premium \( P \), and assuming the GMDB is the only guarantee, \( c^* \) satisfies

\[
P = P^D(T, B, c^*).
\]

(12)

4 Numerical Results

In this section, we compare the state-dependent fee rates for VAs with guarantees for a range of parameters and settings. Unless otherwise indicated, we let \( r = 0.03 \) and \( \sigma = 0.2 \); the contract term is 10-years. We assume that the initial premium is \( P = 100 \), with no initial fixed expense, so that \( e = 0 \). The policyholder is assumed to be aged 50, and mortality is assumed to follow the Gompertz model, with force of mortality \( \mu_y = 0.00002 e^{0.1008y} \).

Let \( g \) denote the guaranteed roll-up rate, which relates the guarantee \( G \) applying at \( T \), and the initial premium \( P \), as \( G = P e^{gT} \). When \( g = 0 \), the guarantee is a ‘return-of-premium’ guarantee, so that \( G = P \). For now, we assume that the fee is paid only below the guaranteed level \( (B = G) \).

In Figure 1, we show the market value of the VA with a GMDB as a function of the fee rate \( c \). The point on the \( x \)-axis at which the curve of the no-arbitrage price of the payout crosses the line \( y = 100 \) corresponds to the fair fee rate (as computed in (11)). We show different curves for \( g = 0\% \), \( g = 1\% \) and \( g = 2\% \). As expected, the fair fee increases as the guaranteed payoff increases, reaching almost 0.1 when the guaranteed roll-up rate \( g \) is 2%.

Figure 1 also illustrates, though, that the relationship between the guarantee level and fee rate is not completely straightforward. We note that the curves for \( g = 0\% \) and \( g = 1\% \) cross at around \( c = 0.09 \). At first this observation may seem counter-intuitive; for a conventional, static fee structure, a lower guarantee would lead to a lower fee rate. However, in our case, as the fee is paid only when the option is in the money, the effect of the guarantee roll-up rate \( g \) on the state-dependent fee rate \( c \) is not so straightforward. A higher guarantee generates a higher occupation time, so that the cost is spread over a longer payment period, which in some cases will lead to a lower fee rate.
Figure 1: No arbitrage price of a VA with a 10-year GMMB as a function of c, with $100 initial premium and guaranteed roll-up rates g = 0%, 1% and 2%.

Figure 2 illustrates the sensitivity of the dynamic fair fee rate with respect to the volatility σ and the term T. We find that the fair fee rate increases with σ and decreases with T. In relative terms, the maturity of the GMMB does not seem to affect the sensitivity of the fair fee to changes in σ.

Table 1 considers two contracts; a GMMB and a GMDB, both with fees paid only when the guarantee is in the money. For comparison purposes, results pertaining to contracts with a continuous fee rate are also illustrated. As expected, the fair fee rate for the GMMB is much higher when it is paid only when the guarantee is in the money. The difference is much more significant for shorter maturities. The GMDB results in a lower fair fee rate since the benefit is paid only if the policyholder dies during the life of the contract. In this case, since the policyholder is 50 years old, the probability of having to pay the benefit is quite low. Observe that the GMMB fair rate (as computed in (11)) is decreasing with respect to T whereas the GMDB fair rate (as computed in (12)) is increasing with respect to T. This is explained by the fact that the payoff of the GMDB
Figure 2: Sensitivity of fair fee rates for a GMMB with respect to volatility (from $\sigma = 15\%$ to $\sigma = 30\%$) and contract term, $T = 5$, 10 or 15 years for a contract with $g = 0$.

The benefit is a weighted sum of GMMB payoffs with different maturities (see Proposition 3.3), with weights linked to the probability that the policyholder dies during a given year. By increasing the maturity of the contract, we extend the period during which the death benefit can be paid, thus increasing the probability that it is paid at any given point before maturity. In addition, since the mortality rates increase with time, the fair fee rate is calculated assuming that less premium will be collected in later years since some policyholders will have died. For this reason, the fee rate needs to be higher for longer maturities.

Table 2 illustrates the sensitivity of the state-dependent fee to the volatility assumption, compared to that of the static fee. Although the state-dependent fair fee is consistently higher, it is not significantly more sensitive to a small increase in volatility. In fact, when the volatility increases from 0.15 to 0.2, the static fee increases by about 84% while the state-dependent fee is 81% higher. However, to keep up with larger increases
Table 1: Fair fee rates (%) for the GMMB and GMDB with respect to maturity $T$ when $B = G$. “(s-d fee)” refers to state-dependent fees and “(cst fee)” refers to a constant fee.

<table>
<thead>
<tr>
<th>Type of Contract</th>
<th>$T = 5$</th>
<th>$T = 7$</th>
<th>$T = 10$</th>
<th>$T = 12$</th>
<th>$T = 15$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMMB (s-d fee)</td>
<td>15.58</td>
<td>11.01</td>
<td>7.48</td>
<td>6.08</td>
<td>4.66</td>
</tr>
<tr>
<td>GMMB (cst fee)</td>
<td>3.53</td>
<td>2.43</td>
<td>1.58</td>
<td>1.24</td>
<td>0.91</td>
</tr>
<tr>
<td>GMDB (s-d fee)</td>
<td>0.1</td>
<td>0.12</td>
<td>0.17</td>
<td>0.21</td>
<td>0.27</td>
</tr>
<tr>
<td>GMDB (cst fee)</td>
<td>0.04</td>
<td>0.04</td>
<td>0.06</td>
<td>0.06</td>
<td>0.08</td>
</tr>
</tbody>
</table>

in volatility, the state-dependent fee rises faster. When the volatility doubles from 0.15 to 0.3, the state-dependent fee is multiplied by 3.94 while its constant counterpart is only 3.74 times higher. Thus, as $\sigma$ increases, the sensitivity of the state-dependent fee to the volatility also increases, compared to the static fee.

For a simple return-of-premium GMMB, we see in Figure 1 that the fair fee under the dynamic fee structure is around 7.5% of the fund. This is a very high rate, and is not practical in marketing terms. This result though, is not that surprising. The static fee under the same assumptions is around 2%. The result shows that 2% of the fund paid throughout the policy term has the same value as 7.5% of the fund paid only when the fund is low. Thus, the state-dependent fee is paid for a shorter time, and is paid on a smaller fund.

Table 2: Fair fee rates (%) for the 10-year GMMB with respect to volatility $\sigma$ when $B = G$. “S-D” refers to state-dependent fees and “CST” refers to a constant fee.

<table>
<thead>
<tr>
<th>Type of Fee</th>
<th>$\sigma = 0.15$</th>
<th>$\sigma = 0.2$</th>
<th>$\sigma = 0.25$</th>
<th>$\sigma = 0.3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-D</td>
<td>4.13</td>
<td>7.48</td>
<td>11.54</td>
<td>16.26</td>
</tr>
<tr>
<td>CST</td>
<td>0.86</td>
<td>1.58</td>
<td>2.38</td>
<td>3.22</td>
</tr>
</tbody>
</table>

If we accept that such a high fee is unlikely to be feasible, we can move the payment barrier higher, so that the option being funded at least has significant value, even though it is out-of-the-money. That is, the policyholder would pay for the option when it is close to the money, and cease paying when it moved further away from the money. This adjustment retains the advantage of the differential fee structure with respect to disintermediation risk when the guarantee is far out-of-the-money, but, by increasing the occupation time, offers a more reasonable rate for policies which are close to the money.
Suppose that the dynamic fee is paid when the fund value is below $B = (1 + \kappa)G$, for some $\kappa \geq 0$. Figure 3 illustrates the fair fee rate for different values of $\kappa$. We see a dramatic effect on the fee rate for relatively low values of $\kappa$. Increasing the barrier from $G$ to $1.2G$ causes the fair fee rate to decrease from 7.48\% to 3.77\%, which may improve the marketability of the contract significantly. Moreover, fixing the barrier at $1.34G$ or higher causes the fair fee to drop below 3.00\%, which brings the risk-neutral drift of the fund value process back above 0. Asymptotically, the state-dependent fee rate of the GMMB converges to the static fee rate which is not state-dependent. Increasing the payment barrier decreases the fair fee rate, but it also adds an incentive to surrender. In fact, if the fee is paid while the guarantee is out-of-the-money, it may be optimal for the policyholder to surrender when the fund value is close to the guaranteed amount. This might happen when the expected value of the discounted future fees is more than the value of the financial guarantee. However, even with an increased payment barrier, the incentive to surrender for very high fund values is still eliminated, thus decreasing the value of the surrender option. We discuss this further in Section 5.
5 Analysis of the Surrender Incentive

One of the motivations of state-dependent fees is to reduce the incentive to surrender the VA contract when the fund value is high, that is when the guarantee is out-of-the-money. It is clear that if the policyholder pays a constant fee, at some point the fund value could become so high that the option is essentially valueless, while the option fees have considerable drag on the fund accumulation. It would be rational to surrender, in order to stop paying the fees. However, if the fee is state-dependent, when the fund value is high the policyholder no longer pays fees, and will gain no benefit from surrendering.

In order to demonstrate this numerically, we consider the relationship between the value of the financial guarantee at maturity and the value of the future fees. At some time $t$ before the maturity date $T$, the policyholder may surrender, with a payoff of $F_t$ (we assume no surrender charge). If the policyholder holds the contract until maturity, she will receive the fund at $T$ plus the additional guarantee payout (if any) – that is, she
will receive \( F_T + (G - F_T)^+ \).

We will show, in Proposition 5.1, that it is optimal to retain the contract at time \( t \) if at that time the value of the future fees is less than the value of the maturity guarantee, which is the value of the put option payout \((G - F_T)^+\). However, the reverse is not generally true. That is, it may not be optimal to surrender the contract even when the value of the future fees is greater than the value of the maturity put option. The reason is that the surrender option is American-style, and if the value of the fees is not too much greater than the option value, it may be optimal to postpone the decision to surrender.

The option to postpone the surrender decision when fees are state-dependent is somewhat complex to analyze, putting a full analysis of optimal surrender strategies beyond the scope of this paper. However, a comparison of the value of the maturity put option benefit with the value of the future fees does allow some comparison of surrender incentives. We will demonstrate through an example how the state-dependent fee reduces the surrender incentive for out-of-the-money options, compared with a constant fee.

**Proposition 5.1** (Sufficient conditions to retain the contract at time \( t \)). Consider a GMMB contract that can be surrendered and denote the present value of the maturity benefit at time \( t \) by \( P(t, F_t) \). A first sufficient condition to retain the contract at time \( t \) is given by

\[
P(t, F_t) := E_t[e^{-r(T-t)} \max(F_T, G)] \geq F_t. \tag{13}
\]

Let \( m(t, F_t) \) denote the value at \( t \) of the future fees, and let \( p(t, F_t) \) denote the value at \( t \) of the maturity put option, so that

\[
m(t, F_t) := F_t - E_t[e^{-r(T-t)} F_T] \quad \text{and} \quad p(t, F_t) := E_t[e^{-r(T-t)} (G - F_T)^+]. \tag{14}
\]

Then a second sufficient condition to retain the contract at time \( t \) is given by

\[
p(t, F_t) \geq m(t, F_t). \tag{15}
\]

**Proof.** Fix \( t \in [0, T) \) and denote the value at time \( t \) of the full contract, including the surrender option, by \( V(t, F_t) \). The surrender region is \( A \), defined as the region of \( F_t \) where \( F_t > V(t, F_t) \) (as the surrender benefit is equal to \( F_t \)).

The full contract value can never be less than the present value of the maturity benefit, so \( V(t, F_t) \geq P(t, F_t) \).

Suppose also that (13) holds, so that \( P(t, F_t) \geq F_t \); then

\[
V(t, F_t) \geq P(t, F_t) \geq F_t \Rightarrow F_t \notin A
\]
that is, $F_t$ is outside the surrender region when $P(t, F_t) \geq F_t$. Condition (13) is proved.

Condition (15) follows from (13), as follows

\[ P(t, F_t) = E_t[e^{-r(T-t)}F_T] + E_t[e^{-r(T-t)}(G - F_T)^+] \]
\[ = F_t - m(t, F_t) + p(t, F_t) \]
\[ \Rightarrow P(t, F_t) - F_t = p(t, F_t) - m(t, F_t) \]

then

\[ P(t, F_t) > F_t \iff p(t, F_t) > m(t, F_t) \]

and condition (15) is proved.

To illustrate the effect of the fee structure on the incentive to surrender, we consider a 5-year variable annuity contract. All other parameters are the same as in Section 4. We assume that the fee rate is set at the fair rate to fund the maturity benefit without allowing for surrenders.

5.1 Constant Fee

We first consider the case where a level fee is paid continuously, regardless of the value of the fund. Figure 4 shows the difference between the value of the financial guarantee and the expected value of the future fees.

As expected, at any time, there is a fund value above which the future fees are worth more than the financial guarantee at maturity. This can be clearly seen in the panels in Figure 4 which give snapshots at $t = 1, 2$ and 4. The curves all cross at a single point. Below this point, the option value is greater than the value of the future fees, and the policyholder should remain in the contract. Above the cross over point, there is another threshold, above which it would be optimal to surrender the policy. Between the cross over point and the surrender threshold, it is optimal to postpone the surrender decision.

It is well documented that when the fee is constant, the optimal surrender strategy is to lapse the contract whenever the fund value is above a certain level (see, for example Milevsky and Salisbury (2001) and Bernard, MacKay, and Muehlbeyer (2014)). In this example the threshold is $125.2$ at $t = 1$, $126.4$ at $t = 2$ and $123.7$ at $t = 4$ (these numbers were calculated following the algorithm in Bernard, MacKay, and Muehlbeyer (2014)). That is, for example, at $t = 1$, the policyholder should surrender if the fund value is greater than $125.2$, which has a probability of around 20%.
5.2 State-Dependent Fee

Next, we consider a contract with a state-dependent fee. We first assume that the payment barrier is $B = G = F_0$. In this case the state-dependent fee is very high. The
difference between the value of the financial guarantee and the expected value of the future fees is shown in Figure 5. The smaller panels show the relationship between the future fee value and the option value at $t = 1, 2$ and $4$, in terms of $F_t$.

One major difference in comparison to the constant fee case is that the surface does not drop below 0. That means that in this example, there is no fund value at any date where the value of the future fees exceeds the value of the option. Hence, following Proposition 5.1, it is never optimal to surrender this contract.

To complete this analysis, we consider a similar contract, but with an increased payment barrier $B$. We let $B = 1.4G$, again assuming $G = F_0$. In this case, the difference between the value of the financial guarantee and the expected future fee can become negative, but returns close to zero for high fund values (see Figure 6).

However, when the payment barrier is increased, there is an interval around the payment barrier where it may become optimal to surrender the contract since the policyholder can expect to pay more than he will receive (see Figure 6). This indicates that the surrender region when the fee is state-dependent has a different form than when the fee is constant; the optimal surrender strategy is no longer based on a simple threshold; there may be a surrender corridor, where surrender is optimal for $F_t$ in the corridor, and not for higher or lower values of $F_t$. However, it is apparent that the area where there is no surrender incentive, because the option value is greater than or equal to the future fee value, is much larger than for the constant fee case.

We have demonstrated through an example that the optimal surrender area for the constant fee contract is much larger than for the state-dependent fee contract. However, we have not included a full analysis of optimal surrenders, nor have we priced the contracts assuming optimal (or deterministic) surrenders. As mentioned before, the small panels of Figure 6 indicate that the optimal surrender strategy is not of the threshold type. This makes a full analysis of the optimal surrender strategy more complex than for the traditional constant fee.

\footnote{Because of the shape of the surrender region, we cannot use the integral representation techniques of Kim and Yu (1996), and least squares Monte Carlo techniques (used, for example, by Bacinello, Millosoovich, Olivieri, and Pitacco (2011)) break down due to the fact that the difference between the surrender benefit and the continuation option is so small for much of the range of $F_t$, that numerical errors are too significant. The problem is manageable using partial differential equations, as in Dai, Kuen Kwok, and Zong (2008), Chen, Vetzal, and Forsyth (2008) and Belanger, Forsyth, and Labahn (2009), but the technical challenges involved take such analysis beyond the scope of this paper.}
Figure 5: Difference at time $t$ (when the fund value is $F_t$) between the value of the financial guarantee at maturity $T$ and the expected value at $t$ of the discounted future fees, for a 5-year GMMB contract with $B = G$, $G = F_0 = 100$ and $\alpha = 15.58\%$ paid when $F_t < B$. Snapshots at $t = 1$, $t = 2$ and $t = 4$. 
Figure 6: Difference at time $t$ (when the fund value if $F_t$) between the value of the financial guarantee at maturity $T$ and the expected value at $t$ of the discounted future fees for a 5-year GMMB contract with $B = 1.4G$, $G = F_0 = 100$ and $\alpha = 4.84\%$ paid when $F_t < B$. Snapshots at $t = 1$, $t = 2$ and $t = 4$. 
6 Model Risk

In the previous sections we have assumed that fund values may be modelled by a geometric Brownian motion, which allows us to obtain solutions in integral form. However, it is well-known that this model does not provide a good fit to the empirical distribution of stock returns over longer terms. Our results in the previous section may thus be viewed as approximations for real market values. In order to test their sensitivity to model risk, we find the fair fee rate when the stock returns are assumed to follow a regime-switching log-normal (RSLN) model. Hardy (2001) shows that this model provides a better fit for the distribution of long-term stock returns, allowing for heavier tails. It also reproduces the volatility clustering observed in empirical data.

The RSLN model is based on an underlying state variable, the value of which is governed by a transition matrix $P$ (of size $2 \times 2$ if there are 2 possible regimes). The elements of this matrix, denoted $p_{i,j}$ represent the probability that the state variable moves to state $j$ given that it is currently in state $i$. Between each transition, stock returns follow a log-normal distribution whose parameters are determined by the regime indicated by the state variable. Hardy (2001) presents a two-regime model in which transitions occur monthly. These characteristics are very suitable for our purposes. In fact, while we assumed earlier that management fees are withdrawn in a continuous manner, many insurance companies collect them monthly. This also has an impact on the fair fee rate that should be charged.

In this section, in addition to testing the sensitivity of the fair fee rate to model changes, we also analyze the impact of discrete fee collection. When fees are withdrawn in discrete time, getting an analytical expression for the present value of the guarantee payoff is not always possible. For this reason, we use Monte Carlo simulations to obtain the results given in this section. We consider GMMB guarantees with maturities ranging from 5 to 15 years. To quantify the model impact and fee discretization separately, we find the fair fee rates under three models. The first case is identical to the setting presented in the previous sections; the value of the fund follows a geometric Brownian motion (GBM) and fees are paid continuously. In the second case, the return on the fund is also assumed to be log-normal, but the fees are paid monthly. The last case assumes that fund returns follow a regime-switching log-normal model and that the fees are paid monthly. We use a risk-free rate of 0.03. For the GBM, we use $\sigma = 0.14029$ to match Hardy (2001). For the RSLN, we used the parameters given in Table 3, which are taken from Hardy (2001). The volatility parameters $\sigma_1$ and $\sigma_2$ are expressed per month.
Table 3: Regime-switching log-normal parameters used for Monte Carlo simulations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\sigma_1$</th>
<th>$\sigma_2$</th>
<th>$p_{1,2}$</th>
<th>$p_{2,1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>0.035</td>
<td>0.0748</td>
<td>0.0398</td>
<td>0.3798</td>
</tr>
</tbody>
</table>

Table 4 presents the fair fee rates obtained using $5 \times 10^6$ simulations. The column RSLN corresponds to the fair rates computed by Monte Carlo simulations when the underlying index price follows a regime switching model and fees are paid monthly when the fund is in-the-money, assuming a return-of-premium guarantee. The column GBM-D corresponds to the fair rates computed by Monte Carlo when the underlying index price evolves as in the Black-Scholes model and fees are paid monthly when the fund is below the return-of-premium guarantee. Finally GBM-C corresponds to the fair rates computed using Proposition 3.2 and solving (11) when the fee is paid continuously, conditional on the fund value lying below the return-of-premium guarantee.

Table 4: Fair fee rates (%) in the Regime Switching model (RSLN) and in the Black-Scholes model when fees are paid monthly (GBM-D) and when fees are paid continuously (GBM-C)

<table>
<thead>
<tr>
<th>$T$</th>
<th>RSLN</th>
<th>GBM-D</th>
<th>GBM-C</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>7.18</td>
<td>7.27</td>
<td>7.82</td>
</tr>
<tr>
<td>10</td>
<td>3.43</td>
<td>3.44</td>
<td>3.57</td>
</tr>
<tr>
<td>15</td>
<td>2.07</td>
<td>2.06</td>
<td>2.11</td>
</tr>
</tbody>
</table>

We observe from Table 4 that the RSLN fees are close to the Black-Scholes fees, given monthly payments, which indicates that the results appear to be fairly robust with respect to model risk, particularly with respect to fat tails. A possible explanation for this may be the fact that when the fund does not perform well, the guarantee is more likely to be in the money and the fee is collected. If the guarantee is in the money more often, the fee is also paid for a longer period of time. Thus, although fatter tails may lead to potentially higher benefits to pay, they can drag the fund down and cause the fee to be paid more often. In this case, a slightly lower fee rate can still be sufficient to cover the guarantee. We also note that the Black-Scholes model with continuous fees generates slightly higher fee rates than for the monthly fees, which arises from the difference between the occupation time for the discrete case and the continuous case,
with lower expected occupation time where the process is continuous.

7 Concluding Remarks

This paper finds the fair fee rate for European-type guaranteed benefits in variable annuities when the fee payment is contingent on the position of the value of the underlying fund relative to some critical level $L$.

This is a first step towards a dynamic state-dependent charging structure, where the fee rate depends on the fund value and the dynamic value of the embedded guarantees. We have considered pricing here, but we recognize that the fee structure could also have an important impact on hedging performance and on the surrender rates. In future research we will investigate valuation and risk management allowing for dynamic, state-dependent surrenders, and also consider the impact of a non-level fee threshold.
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A Proof of Proposition 2.2

Proof. We first prove the case where $K \geq 0$. Observe that
\[
\tilde{Q} \left( \tilde{W}_T \in dx, L_{T, \tilde{W}}(K) \in dy, \Gamma_{T, \tilde{W}}^-(K) \in dz \right)
\]
\[
= \tilde{Q} \left( -\tilde{W}_T \in -dx, L_{T, \tilde{W}}(K) \in dy, \Gamma_{T, \tilde{W}}^-(K) \in dz \right)
\]
\[
= \tilde{Q} \left( Z_T \in K - dx, L_{T, \tilde{W}}(K) \in dy, \Gamma_{T, \tilde{W}}^-(K) \in dz \right),
\]
where $Z_t = K - \tilde{W}_t$ is a $\tilde{Q}$-Brownian motion starting at $K$.

Next, we need to express $L_{T, \tilde{W}}(K)$ and $\Gamma_{T, \tilde{W}}^-(K)$ in terms of $L_{T, Z}(0)$ and $\Gamma_{T, Z}^+(0)$ (where $\Gamma_{T, Z}^+(0)$ denotes the occupation time of $Z$ above $0$). Then, it will be possible to use the results of Karatzas and Shreve (1984) to obtain the desired distribution. Note that
\[
\Gamma_{T, \tilde{W}}^-(K) = \int_0^T 1_{\{\tilde{W}_s \leq K\}} ds = \int_0^T 1_{\{Z_s > K\}} ds = \Gamma_{T, Z}^+(0). \tag{16}
\]

Using the Tanaka formula, we also have
\[
L_{T, \tilde{W}}(K) = (\tilde{W}_T - K)^- - (0 - K)^- + \int_0^T 1_{\{\tilde{W}_s < K\}} d\tilde{W}_s
\]
\[
= (Z_T)^- - K - \int_0^T 1_{\{Z_s > 0\}} dZ_s
\]
\[
= (Z_T)^- - K - \int_0^T (1 - 1_{\{Z_s < 0\}}) dZ_s
\]
\[
= (Z_T)^- - K - Z_T + K + \int_0^T 1_{\{Z_s < 0\}} dZ_s
\]
\[
= (Z_T)^+ + \int_0^T 1_{\{Z_s < 0\}} dZ_s, \tag{17}
\]
where we use $\int_0^T dZ_s = Z_T - Z_0 = Z_T - K$ to obtain the second to last equation. The Tanaka formula also allows us to express $L_{T, Z}(0)$ as
\[
L_{T, Z}(0) = Z_T^- - K^- + \int_0^T 1_{\{Z_s < 0\}} dZ_s, \tag{18}
\]
where $K^- = 0$ as $K \geq 0$. Re-arranging (17) using (18), we obtain
\[
L_{T, \tilde{W}}(K) = L_{T, Z}(0) + (Z_T)^+ - Z_T^-.
\]
Since \((-Z_T)^+ - Z_T^- = 0\), we get
\[ L_{T,\tilde{W}}(K) = L_{T,Z}(0). \] (19)
Then using (16) and (19), we can write
\[ \tilde{Q} \left( Z_T \in K - dx, L_{T,\tilde{W}}(K) \in dy, \Gamma_{T,\tilde{W}}^- (K) \in dz \right) \]
\[ = \tilde{Q} \left( Z_T \in K - dx, L_{T,Z}(0) \in dy, \Gamma_{T,Z}^+ (0) \in dz \right). \] (20)
Since \(Z_t\) is a Brownian motion starting at \(K\), we can use the trivariate density of \((Z_T, L_{T,Z}(0), \Gamma_{T,Z}^+ (0))\) given in Section 4 of Karatzas and Shreve (1984) and get the desired result.

Similarly, for \(K < 0\), we can observe that
\[ \tilde{Q} \left( \tilde{W}_T \in dx, L_{T,\tilde{W}}(K) \in dy, \Gamma_{T,\tilde{W}}^- (K) \in dz \right) \]
\[ = \tilde{Q} \left( \tilde{W}_T - K \in dx - K, L_{T,\tilde{W}}(K) \in dy, \Gamma_{T,\tilde{W}}^- (K) \in dz \right) \]
\[ = \tilde{Q} \left( H_T \in dx - K, L_{T,\tilde{W}}(K) \in dy, \Gamma_{T,\tilde{W}}^- (K) \in dz \right), \]
where \(H_t = \tilde{W}_t - K\) be a \(\tilde{Q}\)-Brownian motion starting at \(-K\). We now express \(L_{T,\tilde{W}}(K)\) and \(\Gamma_{T,\tilde{W}}^- (K)\) in terms of \(L_{T,H}(0)\) and \(\Gamma_{T,H}^+ (0)\). We have
\[ \Gamma_{T,\tilde{W}}^- (K) = \int_0^T \mathbf{1}_{\{\tilde{W}_s < K\}} ds = \int_0^T \mathbf{1}_{\{H_s < 0\}} ds = \int_0^T 1 - \mathbf{1}_{\{H_s > 0\}} ds = T - \Gamma_{T,H}^+ (0). \]
We also have
\[ L_{T,\tilde{W}}(K) = (\tilde{W}_T - K)^+ - (0 - K)^- + \int_0^T \mathbf{1}_{\{\tilde{W}_s < K\}} d\tilde{W}_s \]
\[ = H_T^+ + \int_0^T \mathbf{1}_{\{H_s < 0\}} dH_s \]
\[ = L_{T,H}(0). \] (21)
Then we can write
\[ \tilde{Q} \left( H_T \in dx - K, L_{T,\tilde{W}}(K) \in dy, \Gamma_{T,\tilde{W}}^- (K) \in dz \right) \]
\[ = \tilde{Q} \left( H_T \in dx - K, L_{T,H}(0) \in dy, \Gamma_{T,H}^+ (0) \in T - dz \right). \] (22)
Since \(H_t\) is a Brownian motion starting at \(-K\) (remember that \(K < 0\)), the result follows from Section 4 of Karatzas and Shreve (1984).
B Details for the GMMB price

Note that $A_T$ and $D_T$ in the expression (10) in Proposition 3.1 depend on the trivariate density established in Proposition 2.2, which depends on $K$ and $B$. We now discuss all possible cases needed to implement this formula.

Assume $K \geq 0$ and $B \geq G$.

In this case $K \geq H$ and we have $A_T = A_T^{(1)} + A_T^{(2)} + A_T^{(3)}$ where

$$A_T^{(1)} = \int_{-\infty}^{H} \int_{-\infty}^{0} \int_{0}^{T} e^{(\sigma+\alpha)x+\beta z-\frac{\sigma}{\pi}y+\frac{\xi}{\pi}(K-x)} 2h(T-z,y) h(z,y+2K-x) dz dy dx$$

$$A_T^{(2)} = \int_{-\infty}^{H} \int_{-\infty}^{0} \int_{0}^{T} e^{(\sigma+\alpha)x+\beta z-\frac{\sigma}{\pi}y} 2h(z,y+K) h(T-z,y-K+x) dz dy dx$$

$$A_T^{(3)} = \int_{H}^{K+\infty} \int_{0}^{0} \int_{0}^{T} e^{(\sigma+\alpha)x+\beta z-\frac{\sigma}{\pi}y+\frac{\xi}{\pi}(K-x)} 2h(T-z,y) h(z,y+2K-x) dz dy dx$$

We also have $D_T = D_T^{(1)} + D_T^{(2)}$ where

$$D_T^{(1)} = \int_{-\infty}^{H} \int_{-\infty}^{0} \int_{0}^{T} e^{\alpha x+\beta z-\frac{\sigma}{\pi}y+\frac{\xi}{\pi}(K-x)} 2h(T-z,y) h(z,y+2K-x) dz dy dx$$

$$D_T^{(2)} = \int_{H}^{K+\infty} \int_{0}^{0} \int_{0}^{T} e^{\alpha x+\beta z-\frac{\sigma}{\pi}y} 2h(z,y+K) h(T-z,y-K+x) dz dy dx$$

Assume $K < 0$ and $B \geq G$.

In this case $K \geq H$ and we have $A_T = A_T^{(4)} + A_T^{(5)} + A_T^{(6)}$ where

$$A_T^{(4)} = \int_{H}^{K+\infty} \int_{0}^{0} \int_{0}^{T} e^{(\sigma+\alpha)x+\beta z-\frac{\sigma}{\pi}y+\frac{\xi}{\pi}(K-x)} 2h(T-z,y-K) h(z,y-x+K) dz dy dx$$

$$A_T^{(5)} = \int_{K}^{+\infty} \int_{0}^{0} \int_{0}^{T} e^{(\sigma+\alpha)x+\beta z-\frac{\sigma}{\pi}y} 2h(z,y) h(T-z,y+x-2K) dz dy dx$$

$$A_T^{(6)} = \int_{H}^{K} \int_{0}^{0} \int_{0}^{T} e^{(\sigma+\alpha)x+\beta z-\frac{\sigma}{\pi}y} \left( e^{-\frac{z^2}{2T}} - e^{-\frac{(x-2K)^2}{2T}} \right) dx.$$
We also have \( D_T = D_T^{(3)} + D_T^{(4)} \) where
\[
\begin{align*}
D_T^{(3)} &= \int_{-\infty}^{H} \int_{0}^{+\infty} \int_{0}^{T} e^{\alpha x + \beta z - \frac{c}{\sigma} y + \frac{c}{\sigma} (K - x)} 2 h(T - z, y - K) \, h(z, y - x + K) \, dz \, dy \, dx \\
D_T^{(4)} &= \frac{e^{\beta T}}{\sqrt{2\pi T}} \int_{-\infty}^{H} e^{\left(\frac{c}{\sigma} \right)^2 x} \left( e^{-\frac{x^2}{2T}} - e^{-\frac{(x-2K)^2}{2T}} \right) dx.
\end{align*}
\]

**Assume \( K \geq 0 \) and \( B < G \).**
In this case \( K < H \) and we have
\[
A_T = \int_{-\infty}^{+\infty} \int_{0}^{+\infty} \int_{0}^{T} e^{(\sigma + \alpha) x + \beta z - \frac{c}{\sigma} y} 2 h(z, y + K) \, h(T - z, y - K + x) \, dz \, dy \, dx.
\]
We also have \( D_T = \bar{D}_T^{(1)} + \bar{D}_T^{(2)} + \bar{D}_T^{(3)} \) where
\[
\begin{align*}
\bar{D}_T^{(1)} &= \int_{-\infty}^{K} \int_{0}^{H} \int_{0}^{+\infty} e^{\alpha x + \beta z - \frac{c}{\sigma} y + \frac{c}{\sigma} (K - x)} 2 h(T - z, y) \, h(z, y + 2K - x) \, dz \, dy \, dx \\
\bar{D}_T^{(2)} &= \int_{K}^{+\infty} \int_{0}^{H} \int_{0}^{+\infty} e^{\alpha x + \beta z - \frac{c}{\sigma} y} 2 h(z, y + K) \, h(T - z, y - K + x) \, dz \, dy \, dx \\
\bar{D}_T^{(3)} &= \frac{e^{\beta T + \frac{cK}{\sigma}}}{\sqrt{2\pi T}} \int_{-\infty}^{K} e^{\left(\frac{c}{\sigma} \right)^2 x} \left( e^{-\frac{x^2}{2T}} - e^{-\frac{(x-2K)^2}{2T}} \right) dx.
\end{align*}
\]

**Assume \( K < 0 \) and \( B < G \).**
In this case \( K < H \) and we have
\[
A_T = \int_{-\infty}^{+\infty} \int_{0}^{+\infty} \int_{0}^{T} e^{(\sigma + \alpha) x + \beta z - \frac{c}{\sigma} y} 2 h(z, y) \, h(T - z, y + x - 2K) \, dz \, dy \, dx
\]
We also have that \( D_T = \bar{D}_T^{(4)} + \bar{D}_T^{(5)} + \bar{D}_T^{(6)} \) where
\[
\begin{align*}
\bar{D}_T^{(4)} &= \int_{-\infty}^{K} \int_{0}^{H} \int_{0}^{+\infty} e^{\alpha x + \beta z - \frac{c}{\sigma} y + \frac{c}{\sigma} (K - x)} 2 h(T - z, y - K) \, h(z, y - x + K) \, dz \, dy \, dx \\
\bar{D}_T^{(5)} &= \int_{K}^{+\infty} \int_{0}^{H} \int_{0}^{+\infty} e^{\alpha x + \beta z - \frac{c}{\sigma} y} 2 h(z, y) \, h(T - z, y + x - 2K) \, dz \, dy \, dx \\
\bar{D}_T^{(6)} &= \frac{e^{\beta T + \frac{cK}{\sigma}}}{\sqrt{2\pi T}} \int_{-\infty}^{K} e^{\left(\frac{c}{\sigma} \right)^2 x} \left( e^{-\frac{x^2}{2T}} - e^{-\frac{(x-2K)^2}{2T}} \right) dx.
\end{align*}
\]
To compute $A_T^{(3)}$, we observe that for any $a \in \mathbb{R}$, we have the following identity
\[
\frac{1}{\sqrt{2\pi T}} \int_H^K e^{ax} \left( e^{-\frac{x^2}{2T}} - e^{-\frac{(x-2K)^2}{2T}} \right) dx =
\]
\[
e^{\frac{a^2}{2T}} \left[ N \left( \frac{aT - H}{\sqrt{T}} \right) - N \left( \frac{aT - K}{\sqrt{T}} \right) - e^{2aK} N \left( \frac{2K - H + aT}{\sqrt{T}} \right) + e^{2aK} N \left( \frac{K + aT}{\sqrt{T}} \right) \right].
\]

After replacing $a = \alpha + \sigma - \frac{c}{\sigma} = \frac{r-c}{\sigma} + \frac{\sigma}{2}$, and simplify, we obtain
\[
A_T^{(3)} = \left( \frac{B}{F_0} \right)^{\frac{\sigma}{2}} e^{\frac{r}{2\sigma}} e^{2\sigma^2 \left( \gamma^2 - c\sigma^2 \right)} \left[ N \left( \frac{\ln \left( \frac{B_0}{B} \right) + \gamma T}{\sigma \sqrt{T}} \right) - N \left( \frac{\ln \left( \frac{F_0}{B} \right) + \gamma T}{\sigma \sqrt{T}} \right) \right]
\]
\[- \left( \frac{B}{F_0} \right)^{\frac{2\sigma}{2}} \left( \ln \left( \frac{B_0 F_0 G}{b} \right) + \gamma T \right) + \left( \frac{B}{F_0} \right)^{\frac{2\sigma}{2}} N \left( \frac{\ln \left( \frac{F_0}{B} \right) + \gamma T}{\sigma \sqrt{T}} \right) \right],
\]
where $\gamma = r + \frac{\sigma^2}{2} - c$.

Define $I(a, b)$ as follows
\[
I(a, b) := \frac{1}{\sqrt{2\pi T}} \int_{-\infty}^b e^{ax} \left( e^{-\frac{x^2}{2T}} - e^{-\frac{(x-2K)^2}{2T}} \right) dx.
\]

We use the following identity to get closed-form expressions for $\bar{D}_T^{(3)}$ and $D_T^{(2)}$:
\[
I(a, b) = e^{\frac{a^2}{2T}} \left[ N \left( \frac{b - aT}{\sqrt{T}} \right) - e^{2aK} N \left( \frac{b - aT - 2K}{\sqrt{T}} \right) \right].
\]

It is clear that $\bar{D}_T^{(3)} = e^{\beta T} \left( \frac{B}{F_0} \right)^{\frac{\eta}{2}} I \left( \alpha - \frac{c}{\sigma}, K \right)$ and $D_T^{(2)} = e^{\beta T} \left( \frac{B}{F_0} \right)^{\frac{\eta}{2}} I \left( \alpha - \frac{c}{\sigma}, H \right)$. After simplifications, we obtain $D_T^{(3)}$
\[
\bar{D}_T^{(3)} = \left( \frac{B}{F_0} \right)^{\frac{\eta}{2}} e^{\left( r - \frac{\sigma}{2} \right)^2 \frac{T}{2}} \left( N \left( \frac{\ln \left( \frac{B_0}{B} \right) - \eta T}{\sigma \sqrt{T}} \right) - \left( \frac{B}{F_0} \right)^{\frac{2\eta}{2}} N \left( \frac{\ln \left( \frac{F_0}{B} \right) - \eta T}{\sigma \sqrt{T}} \right) \right),
\]
where $\eta = r - \frac{\sigma^2}{2} - c$. Note that $D_T^{(2)}$ can be obtained similarly as the only difference is that $H$ replaces $K$. Thus we only need to replace $B$ by $G$ in the above expression to obtain $D_T^{(2)}$. □