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A model of direct-drive friction welding has been developed, which can be used to predict the time-
temperature histories, the resultant microstructure, and the microhardness distribution across the weld
interface of direct-drive friction-welded AISI/SAE 1045 steel bars. Experimentally measured power
and axial displacement data were used in conjunction with a finite-element transient thermal model
to predict the time-temperature history within the heat-affected zone (HAZ) of the weld. This was
then used with a microstructure evolution model to predict the volume fraction of the subsequent
microconstituents and the microhardness distribution across the weld interface of welds produced
using three significantly different welding conditions: one with optimal conditions, one with a long
burn-off time, and one with high axial pressure and rotational speed but short burn-off time. There
was generally good agreement between the predicted and the measured time-temperature histories,
volume fraction of the resultant microstructures, and microhardness distribution in the HAZ of AISI/SAE
1045 steel friction welds produced using these three significantly different welding conditions.

I. INTRODUCTION

DIRECT-DRIVE friction welding is a well-established
solid-state joining process, which can be used to join a wide
range of conventional steel alloys, as well as more metal-
lurgically challenging systems such as dissimilar metal com-
binations and superalloys. Figure 1 illustrates the four basic
stages in direct-drive friction welding. In the start-up stage,
one work piece is clamped in a spindle and a variable speed
DC motor is used to rotate it at a predetermined speed rel-
ative to a stationary work piece. To begin the heat-up stage,
the two parts are brought together and an axial compres-
sive force, F1, is applied. Initially, heat is generated by
friction at the faying surfaces. This raises the temperature
of the metal at the weld interface and causes a decrease in
the flow stress of the metal. When the flow stress of the
heated metal at the weld interface becomes less than the
applied axial compressive stress, the metal begins to plas-
tically deform at a high strain rate. This plastic deforma-
tion now generates the heat at the interface. At the same
time, the plastically deforming metal at the interface flows
radially outward to create the flash, carrying with it any
oxides and contaminants at the faying surfaces. This plas-
tic flow of metal and formation of the flash occurs during
the burn-off stage and results in axial displacement of both
work pieces toward each other and shortening of the over-
all weldment. Finally, the welding process is completed dur-
ing the forging stage by stopping all rotation and applying
a high compressive force, F3.

Friction welding has several advantages over conventional
fusion welding processes. Since friction welding is a solid-
state joining process, all defects associated with melting and

solidification in a typical fusion weld are absent in a fric-
tion weld. During friction welding, the heat is highly con-
centrated at the weld interface. As a result, a friction weld
has a very narrow heat-affected zone (HAZ), which limits
the variations in mechanical properties of the base metal to
a small region. Friction welding has the additional advan-
tages that filler metal, flux, and shielding gas are not required
and the cycle time of the process is very short; small parts
take only a few seconds to weld. Finally, once a suitable
welding procedure has been established, the resultant weld
dimensions and high weld quality are very consistent and
reproducible.

During friction welding of plain carbon and low-alloy
steels, the metal within the HAZ of the weld is heated above
the eutectoid temperature and transforms into austenite. At
the end of the forging stage, this metal cools below the eutec-
toid temperature and the austenite decomposes into its various
daughter products: ferrite, pearlite, bainite, or martensite.[1]

The type and volume fraction of these final microconstituents
are functions of the peak temperature reached during weld-
ing and the subsequent cooling rate. These will in turn deter-
mine the final strength and susceptibility of the weld to brittle
fracture, as well as the need for postweld heat treatment.

The peak temperature and the cooling rate in the HAZ
of a friction weld are extremely difficult to measure exper-
imentally due to the severe plastic deformation that takes
place at the weld interface. Alternatively, numerical mod-
eling is a tool that can be used to gain insight and better
understanding of the relationships between the welding
process parameters, the thermal history in the HAZ, and the
resultant weld microstructure. Furthermore, a model of fric-
tion welding can greatly reduce the time and the cost of
developing a welding procedure for each new set of weld
geometry and steel composition.

As shown in Figure 2, there are three main submodels in
a friction welding model: a process model, a transient ther-
mal model, and a microstructure evolution model. In fric-
tion welding of some alloys such as steels, the material at
the weld interface will be heated and a significant amount
of grain growth may occur. If such grain growth is known
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to influence the rate of subsequent solid-state transforma-
tions, then a grain growth model as shown in Figure 2 is
also required.

During friction welding, heat is generated at the weld
interface by a combination of friction between the two fay-
ing surfaces during the heat-up stage and plastic deforma-
tion that takes place at the interface during the burn-off stage.
A friction welding process model must predict the effects
of the process parameters, the component geometry, the
chemical composition of the base metals, and the initial
microstructure on the power generated at the weld interface,
P(r,t), as well as the relative axial displacement of the parts,
d(t), that normally takes place during the burn-off stage of
the friction welding process.

Different models of the power generated at the weld inter-
face during friction welding have been proposed. These
include the constant power input models by Vill[2] and
Bendzsak and North[3] as well as more detailed process mod-
els by Rykalin et al.[4] and Potapov et al.[5] The latter process
models were developed to predict the input power as a func-
tion of the process parameters, an assumed constant coef-
ficient of friction between the two weld specimens, the
specimen geometry, and the material. The coefficient of fric-
tion is an empirical parameter that must be determined exper-
imentally. The input power predicted by these simple models
is by definition constant during the heat-up and burn-off
stages. However, experimental measurements of power
required during these stages of friction welding have been
found to vary significantly with time during a friction weld.[2]

In the absence of a comprehensive process model, a num-
ber of different approaches have been used to model the
power and heat generated at the interface during a friction
weld. For example, Rich and Roberts[6] employed a num-
ber of empirical equations based on experimentally mea-
sured power data. Bendzsak and North[3] assumed an average
power density evenly distributed within a narrow region at
the weld interface. Finally, Cheng[7] used measured power
data directly to define P(t) in his numerical thermal model
of friction welding.

As indicated in Figure 2, the transient thermal model uses
the time varying power generated during welding, P(r,t), to
define the boundary condition at the weld interface. The ther-
mal model is used to predict the time-temperature history,
T(r,z,t), of the metal during and after the friction welding
process. Various analytical[3,4,6,8] and numerical transient heat
conduction models[7,9] have been proposed to simulate the
time-temperature history within the HAZ of a friction weld.
While analytical models are relatively easy to implement,
numerical transient models are better able to incorporate more
realistic boundary conditions, temperature-dependent ther-
mophysical material properties, two-dimensional heat trans-
fer, and a greater degree of geometric flexibility; i.e., they
can be used to model bar-to-bar, tube-to-tube, and bar-to-tube
geometries.

As shown in Figure 2, the predicted time-temperature his-
tory, the material composition, the initial microstructure,
and the austenite grain size are then used by the microstruc-
ture evolution model to determine the postweld microcon-
stituents and the hardness distribution across the weld
interface. To date, most microstructure evolution models for
steel come from research aimed at predicting the residual
stress, the resulting hardness, or the depth of the hardness
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Fig. 1—The four stages of direct-drive friction welding: (a) start-up stage,
(b) heat-up stage, (c) burn-off stage, and (d) forging stage.

Fig. 2—An overall model of friction welding consists of a process model,
a transient thermal model, a grain growth model, and a microstructure evo-
lution model.
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layer during heat treatment of steel. Among these, three
models, the Cruesot–Loire[10,11,12] model, Easterling
et al.’s[13,14] model, and Kirkaldy et al.’s[15,16,17] model, have
been shown to provide accurate predictions when compared
to experimental data. The first two models were developed
based on statistical analysis of continuous cooling trans-
formation (CCT) diagrams. In addition, Easterling et al.’s[13,14]

microstructure model includes the influence of austenite
grain size on the decomposition of austenite to ferrite,
pearlite, bainite, and martensite. However, these two mod-
els can only be used for certain steel compositions.[13,14] On
the other hand, Kirkaldy et al.’s[15,16,17] microstructure evo-
lution model was more comprehensive since it was based
on consideration of the fundamental thermodynamic and
kinetic principles of solid-state phase transformations. All
three aforementioned microstructure evolution models can
be adapted to predict the transformation and the evolution
of various microstructures in the HAZ of a weld during and
after friction welding.

The objective of the work reported here was to develop
a transient thermal model and a microstructure evolution
model of the direct-drive friction welding process.[18] These
models could be used to predict the time-temperature his-
tory within the HAZ of plain carbon steel bars during fric-
tion welding as well as the distributions of volume fraction
of the final microconstituents and hardness across the weld
interface. To validate the accuracy of the models, all pre-
dictions were compared to experimentally measured data.

II. EXPERIMENTAL APPARATUS AND
PROCEDURES

To obtain the power and the axial displacement data for
the process model as well as to provide experimental data
for validation of the transient thermal model and the
microstructure evolution model, a number of direct-drive
friction welding experiments were performed. A New Britain
Thompson 15 kW (20 hp) direct-drive friction welder
equipped with a programmable logic control (PLC) system
was used in this study. The weld specimens were 19-mm-
(3/4-in.)-diameter AISI/SAE 1045 hot-rolled steel bars with
the composition listed in Table I. A PC-microcomputer–based
data acquisition system was designed and built to monitor
and record axial displacement of the parts, axial force, spin-
dle speed, spindle torque, and power generated at the weld
interface during welding.[18] Figure 3 shows the typical vari-
ation of the spindle speed and the axial compressive force
during the heat-up, burn-off, and forging stages. The mag-
nitude and duration of the rotational speeds (RPM1 and
RPM2) and the axial forces (F1, F2, and F3) during each stage
of the weld must be specified in the PLC controller of the
friction welder prior to welding. As shown in Figure 3, the
resultant torque required and the axial displacement of the
specimens vary in a nonlinear fashion during different stages
of direct-drive friction welding. From the measured data,
the welding power can be calculated by multiplying the rota-
tional speed and the resultant torque at any given time.
Clearly, the power generated at the weld interface also varies
nonlinearly during a friction weld.

To validate the results from the model, three significantly
different sets of welding conditions were selected to pro-

duce welds with different HAZ dimensions and microstruc-
tures within the HAZ (Table II). In the optimal welding con-
dition or welding condition 1, all parameters were set at their
recommended optimal value.[19] In the long-time welding
condition or welding condition 2, the heating time, (i.e.,
the duration of the heat-up and burn-off stages) was pro-
longed to increase the maximum temperature at the weld
interface, to increase the time for axial conduction of heat
into the two work pieces, and to decrease the subsequent
cooling rate. Finally, the hard and fast welding condition
or welding condition 3 had a high rate of heat generation
and high burn-off rate in a relatively short period of time.
This was accomplished by using a short heating time in com-
bination with high axial forces and rotational speeds. These
three different welding conditions were expected to result
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Table I. The Composition (Weight Percent) of the
AISI/SAE 1045 Hot-Rolled Steel Bar

C Mn Si S P

0.47 0.67 0.23 0.02 0.009

Fig. 3—The normal variations of the predefined rotational speeds and axial
forces and the resultant torque and axial displacement during direct-drive
friction welding.

Table II. The Weld Parameters Used for the Optimal,
Long-Time, and Hard and Fast Welding Conditions

Welding Conditions

Welding Parameters 1 Optimal 2 Long-Time 3 Hard and Fast

Heat-up stage (s) 1 1 1
Burn-off stage (s) 2.5 12 2
Forging stage (s) 5 5 4
F1, F2 (kN) 8.9 8.9 35.3
F3 (kN) 17.8 17.8 60.9
RPM1, RPM2 (rpm) 1000 1000 1800
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in significantly different cooling rates, microstructures, and
HAZ widths that should be predicted by the model. Accept-
able welds were produced with all three welding conditions.

Three type-K (chromel-alumel) thermocouples with
0.813-mm- (0.032-in.)-diameter stainless steel sheaths were
used to measure the temperature within the stationary spec-
imen during and after welding. Their locations within the
stationary specimen are shown in Figure 4. To protect the
thermocouples from being crushed by the flash during weld-
ing, the thermocouples were embedded in longitudinal
grooves cut along the outer surface of the specimen. After
welding, the specimens were cut in the longitudinal direc-
tion, mounted, and etched using a 4 pct Nital solution.[20]

III. MODEL DESCRIPTION

A. Process Model

In friction welding, the rubbing action between the two weld
interfaces during the heat-up stage and the subsequent plastic
deformation that takes place at the interface during the burn-
off stage generate heat at the weld interface. The combined
effects of this heat and the plastic deformation are ultimately
responsible for the formation of the solid-state bond between
the two components. As shown in Figure 2, the distribution
and the amount of heat generated at the interface, P(r,t), and
the axial displacement of the specimens, d(t), due to the plas-
tic deformation and flash formation during welding depend on
the process parameters used, the specimen geometry, and the
material composition. Because a comprehensive process
model does not yet exist, in this study, the power and the
axial displacement were measured during welding using the
PC-microcomputer–based data acquisition system. This is sim-
ilar to the approach used previously by Cheng.[7] The mea-
sured power (torque � rotation speed) was used in the transient
thermal model to define an assumed uniformly distributed
heat flux boundary condition at the weld interface during the
initial heating stage of welding. Meanwhile, the measured axial
displacement data were used to incorporate the effects of the
axial displacement of the material toward the weld interface
during welding on the predicted transient temperature,
microstructures, and HAZ size. This was also required in order
to facilitate direct comparison between the temperatures mea-
sured by the embedded thermocouples and the temperatures
predicted by the transient thermal model.

B. Transient Thermal Model

In the friction welding thermal model, the heat was assumed
to be generated by frictional work and the plastic deforma-
tion that takes place at the two faying surfaces. This heat is
conducted from the weld interface in the axial direction to
the rest of the specimens. Figure 5 is a schematic diagram
showing the domain and the boundary conditions used in the
thermal model. The weld specimens were initially assumed
to be at room temperature. The lateral surface of the specimen
was assumed to have an adiabatic boundary condition, since
heat lost by convection and radiation has been previously shown
by Cheng[7] to be negligible. As illustrated in Figure 5, the
length of the modeled specimens, L, was selected such that
the ends remained at the ambient temperature, Tambient, through-
out the duration of the simulation period. Since the problem
was assumed to be two-dimensional, axisymmetric and tran-
sient, the general form of the governing energy equation is:[21]

[1]

where r is the radial coordinate; z is the longitudinal coor-
dinate; T is temperature; k(T) is thermal conductivity; �(T)
is material density; cp(T) is specific heat and t is time. The
thermophysical material properties of AISI/SAE 1045 steel
used in Eq. [1] were considered to be temperature depen-
dent. However, the overall objective of this project was to
run the numerical model on a personal microcomputer. The
use of temperature dependent properties in the transient
numerical thermal model increases the simulation time of
the model to unacceptable levels. Thus, a number of com-
promises were made to properly account for the tempera-
ture dependent thermal properties while keeping the execution
time of the model within an acceptable time frame.

A constant average value of 7,844 kg/m3 was used for the
density since the density of AISI/SAE 1045 steel has a rel-
atively weak temperature dependence over a wide temper-
ature range.[22] Pehlke et al.[22] provide temperature dependent
thermal conductivities for 1026 and 1086 steels. However,
in this study, a constant value of thermal conductivity was
used. This value was based on an integrated average value
of the thermal conductivity over the temperature range from
room temperature to 1673 K. For 1026 and 1086 steels, the
integrated average values of the thermal conductivity were cal-
culated to be 35.6 W/m � K and 34.0 W/m � K, respectively.
Based on the weight percentage of carbon, linear interpolation
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Fig. 4—Schematic of the stationary weld specimen showing the locations
of the three thermocouples and their protective longitudinal grooves.

Fig. 5—The geometric domain and the boundary conditions used in the
transient thermal model.
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between these values gave the average thermal conductiv-
ity of 35 W/m � K for AISI/SAE 1045 steel.

Watt et al.[23] curve-fitted existing experimentally mea-
sured specific heat for plain carbon steel into two equations.
For temperatures less than 1000 K, the specific heat, cp(T)
(J/kg � K), is given in terms of absolute temperature (K) by:

[2]

and for temperatures greater than 1000 K by:

[3]

In the present study, an integral average value of the spe-
cific heat between room temperature and 1673 K was used
in the transient thermal model during the welding phase. This
calculated average specific heat, 821.7 J/kg � K, was deter-
mined using a similar method as described for the thermal
conductivity. To improve the temperature prediction during
the cooling stage, however, a new value of specific heat
was used. This was based on an integrated average value of
the specific heat between 773 K (500 °C) and the tempera-
ture at each specific location within the domain at the begin-
ning of the cooling stage. If the peak temperature at a specific
location was less than 773 K, the specific heat was assigned
a value determined by Eq. [2]. This scheme provided a bet-
ter estimate of the actual temperature dependent specific heat
while still using a constant value for computational efficiency.

At the weld interface, the experimentally measured power
data was used to define a heat flux boundary condition. Fol-
lowing Cheng,[7] in the absence of a comprehensive process
model, this heat flux was assumed to be distributed uni-
formly over the interface; thus, the heat flux, q(t), as shown
in Figure 5, was calculated using the measured power divided
by the cross-sectional area of the specimen. While it is rec-
ognized these boundary conditions will reduce the transient
thermal model to a one-dimensional transient model, i.e.,
there will be no radial variation in temperatures and the first
term in Eq. [1] will be negligible, in the present study, the
transient thermal model was formulated as a two-dimen-
sional model so that it might also be used to model two-
dimensional problems such as tube-to-bar friction welds.

When the measured power data is used for the entire dura-
tion of the heating period, the predicted temperatures at the weld
interface have been found by Midling and Grong[8] to increase
beyond the melting point of the metal. This does not occur in
actual welds, because a dynamic balance is reached between
the rate of heat generated at the interface and the heat lost by
conduction in the axial direction plus the sensible heat contained
in the metal that is carried away from the interface as the flash.[8]

To prevent this unbounded temperature increase in the thermal
model, Midling and Grong[8] switched from a constant flux
boundary condition to a constant temperature boundary condi-
tion at the weld interface when the average predicted temper-
ature on the welding surface exceeded a specified maximum
temperature, Tmax. This technique was also used in the present
study where Tmax was manually assigned a value between 70
to 90 pct of the melting point of AISI/SAE 1045 steel (i.e.,

� 0.1381 � T � 585.7

cp(T) �
1.225 � 108

(T � 990)4

� 0.3485 � T � 355.6

cp(T) �
1.117 � 106

(1010 � T)2 �
12622

1010 � T

1171 K 	 Tmax 	 1506 K).[9] At the end of the burn-off stage,
the heating period was over and the weld interface was assumed
to be adiabatic, thus allowing the weld to cool down.

During the burn-off stage of a friction weld, hot material at
the weld interface is forced radially outward to form the flash
while new material is constantly brought to the weld interface
by the relative axial displacement of the two work pieces towards
the weld interface during the burn-off stage. As a consequence,
all embedded thermocouples were displaced towards the weld
interface. To permit direct comparison between the measured
and predicted temperatures, the effects of this relative motion
must be incorporated into the model. Upon completion of the
thermal simulation, the temperature data was post-processed to
compensate for the axial displacement that normally took place
using the measured displacement data, d(t). The axial dis-
placement compensating scheme is required to approximate the
effects of the axial displacement on the predicted temperatures.
It is best described using the following example.

Initially, the location of interest was a nodal point in the
numerical model located on the centerline and 5 mm from
the original weld interface. This corresponds to the initial
location of the thermocouple. After a short time period into
the weld cycle, the measured displacement data, d(t), indi-
cated the material and the thermocouple had been axially
displaced by 0.25 mm toward the weld interface. Up to this
time, the post-processing program had being selecting the
temperature data at a location 5 mm from the weld inter-
face as the time-temperature history of the location of inter-
est. However, knowing that the material and the thermocouple
had been axially displaced by 0.25 mm, the post-process-
ing program then selects the temperature at the new location
4.75 mm from the weld interface. This process is contin-
ued until the end of the weld simulation. As a consequence,
the final time-temperature history measured by an embed-
ded thermocouple and predicted by the model consists of
temperatures versus time at axial positions that vary with
time relative to the weld interface during the weld.

The transient thermal model was formulated and solved on
a personal microcomputer using the numerical finite element
method. Details of the finite element method formulation can
be found in standard texts such Huebner and Thornton.[24] In
this work, the modeled domain was discretized using axisym-
metric triangular ring elements. As shown in Figure 6, a sample
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Fig. 6—A typical finite-element graded mesh used, which consists of 1496
triangular, toroidal elements.
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graded mesh with 1,946 elements was used with small ele-
ments concentrated at the interface where high thermal gra-
dients were expected. In the implementation of the transient
thermal model, the Crank-Nicolson time-marching scheme
was used to solve the time derivative of temperature since
this particular time-marching method is unconditionally sta-
ble.[25] The thermal model utilized the Gauss-Seidel iterative
solver to solve for the temperature field in the entire domain.[25]

Figure 7 details the program logic of the transient ther-
mal model in a flowchart format. For convenience, the
program logic of the transient thermal model was grouped
into six major blocks of program execution. After mesh gen-
eration and initial finite element formulation, the model cal-

culated the nodal temperatures of the domain during the
heating stage based on the measured power data. Once the
weld interface reached a maximum temperature, Tmax, the
program progressed to the equilibrium stage, in which the
weld interface boundary condition was reformulated to a
Dirichlet or constant temperature boundary condition, i.e.,
T � Tmax, in order to prevent unbounded temperature increase
at the weld interface. When the welding cycle or equilib-
rium stage was completed, the program entered the cooling
stage in which the interface boundary condition was changed
to a Neumann boundary condition, i.e., q(t) � 0, and the
program continued to determine the nodal temperatures of
the domain. At the end of the simulation, post-processing
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Fig. 7—Flowchart of the transient thermal model.
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of the temperature data was performed to compensate for
the axial movement of the material.

C. Grain Growth Model

During friction welding of steel, the high temperature
experienced by the metal within the HAZ causes a trans-
formation of the as-received microstructure to austenite. Dur-
ing the time spent as austenite, grain growth occurs. Since
the austenite grain size is known to influence the rate of
transformation of austenite to its various daughter prod-
ucts, a model of austenite grain growth is required.[13] In this
study, the grain growth model originally proposed by East-
erling and co-workers.[13,14] was implemented to calculate
the austenite grain size prior to its decomposition. This model
is given by the expression:

[4]

where g is the final average austenite grain size (mm), go is
the original austenite grain size (mm), kg is the kinetic growth
constant (mm2 s�1), t1 and t2 are the time limits of the grain
growth period, R is the universal gas constant (8.315 �
10�3 kJ/mol � K), Qg is the activation energy for austenite
grain growth (235.175 kJ/mol)[13] and T(t) is time varying
temperature (K).

In the present study, the value of go and kg for the AISI/SAE
1045 steel were experimentally determined to be 44 
m and
4.7 � 104 mm2 s�1, respectively. The start of the grain growth
period, t1, was defined to be the time when the steel is heated
50 K above the austenite transformation temperature. The end
of the grain growth period, t2, is the time when the tempera-
ture of the steel cools back to the austenite transformation
temperature.

According to Eq. [4], the calculated austenite grain size,
g, is in millimeters. However, the microstructure evolution
model described in the next section uses the ASTM grain

g2 � g2
o � kg ∫

t2

t1

expa �Qg

R � T(t)
bdt

starting temperatures, Ac1,
[27] Ac3,

[27] BS,[17] and MS[28] are
given by the following empirical equations:

[6]

[7]

[8]

[9]

where all alloying elements in the steel are expressed in
weight percentage and the transformation starting tempera-
tures are in Celsius (°C).

Kirkaldy et al.’s[15,16,17] microstructure evolution model
was used to calculate the volume fraction of the microcon-
stituents and the overall microhardness distributions across
the heat affected zone of the friction weld based on the pre-
dicted time-temperature history at each numerical nodal point
in the model. This microstructure evolution model has been
used in previous studies to predict weld microstructures in
the HAZ of welds made using other welding processes such
as Gas Tungsten Arc and Gas Metal Arc welding.[23,29–31]

The development of Kirkaldy et al.’s[15,16,17] microstructure
evolution model was based on consideration of the fundamental
thermodynamic and kinetic principles of solid-state phase trans-
formations. Essentially, the model consists of three differential
equations which describe the decomposition rates of austen-
ite to ferrite, pearlite and bainite, respectively. In Kirkaldy
et al.’s[15,16,17] microstructure evolution model, the rate of decom-
position of austenite to ferrite is described by the equation:

� 40(pct Cr) � 30(pct Mo)
MS(°C) � 550 � 360(pct C) � 40(pct Mn) � 20(pct Ni)

� 15(pct Ni) � 34(pct Cr) � 41(pct Mo)
BS(°C) � 656 � 58(pct C) � 35(pct Mn) � 75(pct Si)

� 120(pct As) � 400(pct Ti)
� 20(pctCu) � 700(pct P) � 400(pctAl)
� 13.1(pct W) � 30( pct Mn) � 11(pctCr)
� 44.7(pct Si) � 104(pct V) � 31.5(pct Mo)

Ac3(°C) � 910 � 2031(pct C) � 15.2(pct Ni)

� 16.9(pct Cr) � 290(pct As) � 6.4(pct W)
Ac1(°C) � 723 � 10.7(pct Mn) �16.9(pct Ni) � 29(pct Si)
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[10]
dF

dt
�

2(G�1)/2 � �T3 � F2(1�F)/3 � (1 � F)2F/3

[59.6(pct Mn) � 1.45(pct Ni) � 67.7(pct Cr) � 244(pct Mo)] � expa Qf

R � T(t)
 b

size number, G. Thus, the following non-linear regression
relationship was used to convert the austenite grain size, g,
in millimeters to the ASTM grain size number, G:[26]

[5]

D. Microstructure Evolution and Microhardness Models

Upon cooling from the austenitic region, the austenite
phase begins to decompose into ferrite, pearlite, bainite and/or
martensite upon reaching the respective transformation start-
ing temperatures. In this study, the microstructure evolution
model utilizes a series of empirical equations to predict the
equilibrium transformation temperatures based on the steel
composition. There are essentially four transformation tem-
peratures: Ac1 - the temperature at which pearlite starts to
form, Ac3 - the austenite-ferrite transformation temperature,
BS - the temperature at which bainite starts to form and
MS - the temperature at which martensite starts to form. The

G � �2.89 � log10(g) � 2.95

where F is the normalized volume fraction of ferrite; G is
the ASTM austenite grain size number as defined in Eq. [5];
�T � (Ac3 � T) is the ferrite undercooling; Qf is the acti-
vation energy used in diffusion coefficient of carbon atoms
during austenite to ferrite decomposition (96.278 kJ/mol)[23]

and the remaining variables are the weight percentage of the
various alloying elements in the steel.

Without normalization, the volume fraction as defined in
Eq. [10] can be greater than unity. Clearly, this is unrealistic
as the volume fraction of ferrite formed under equilibrium
conditions depends on the composition according to the lever
rule and is always less than 1. In Eq. [10], therefore, the
volume fraction of ferrite is normalized by:[15,16,17]

[11]

where XF is the total volume fraction of ferrite formed and
XFE is the maximum volume fraction of ferrite that can form
at a specific temperature and composition under equilibrium

F �
XF

XFE
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conditions. Theoretically, F has an initial value of 0 and will
be equal to 1 at equilibrium. Under non-equilibrium condi-
tions, F will always be less than 1. When the temperature
is below Ac3 (Eq. [7]), but above Ac1 (Eq. [6]), XFE is cal-
culated by using the lever law at that temperature.

In Kirkaldy et al.’s[15,16,17] microstructure evolution model,
the rate of decomposition of austenite to pearlite is given by:

[12]

where D is the effective diffusion coefficient of carbon atoms
and defined as:

[13]

Here, P is the normalized volume fraction of pearlite; �T �
(Ac1 � T) is the pearlite undercooling and Qp1

(115.115 kJ/mol) is the activation energy for diffusion
coefficient of carbon atoms in austenite. The diffusivity of
carbon is affected by to the presence of other carbon atoms
and alloying elements such as molybdenum. Thus, Qp2

(154.882 kJ/mol) is the activation energy in a modified dif-
fusion coefficient which accounts for this interaction. This
is required to calculate the effective diffusion coefficient of
carbon atoms during the austenite-to-pearlite decomposi-
tion.[23] The remaining variables are the weight percentage
of the different alloying elements in the steel.

In Eq. [12], the variable P is the volume fraction of pearlite
normalized against the maximum amount of pearlite that
could form at a specific temperature and composition under
equilibrium conditions. At any given temperature, the max-
imum amount of pearlite that can form is equal to that of the
untransformed austenite. The latter can be estimated by sub-
tracting the equilibrium volume fraction of ferrite from one
(i.e., 1 � XFE). Therefore, the normalized volume fraction
of pearlite in Eq. [12] is mathematically expressed as:[15,16,17]

[14]

where P is the normalized volume fraction of pearlite; XP

is the actual volume fraction of pearlite formed and XFE is
the maximum volume fraction of ferrite that can form under
equilibrium conditions. Thus, (1 � XFE) can be interpreted
as the amount of untransformed austenite.

The rate of transformation of austenite to bainite can be
described by the following equation:[15,16,17]

P �
XP

1 � XFE

1

D
�

1

expa �Qp1

R � T(t)
 b

�
0.01(pct C) � 0.52(pct Mo)

expa �Qp2

R � T(t)
 b

2(G�1)/2 � �T3 � P2(1�P)/3 � (1 � P)2P/3 � D

1.79 � 5.42[(pct Cr) � (pct Mo) � 4(pct Mo)(pct Ni)]

dP

dt
�

and

[17]

where B is the normalized volume fraction of bainite; �T �
(BS � T) is the bainite undercooling; Qb is the activation
energy in the diffusion coefficient of carbon atoms during
the formation of bainite (115.115 kJ/mol)[23] and the remain-
ing variables are the weight percentage of the various alloy-
ing elements in the steel.

As before, the normalization procedure for bainite is based
on the ratio of the amount of bainite actually formed and
the amount of untransformed austenite,[15,16,17] i.e.,

[18]

where XB represents the actual amount of bainite formed;
XA is the volume fraction of austenite prior to decomposi-
tion and XF is the actual amount of ferrite formed. Here,
(XA � XF) is used since the bainite reaction is a continua-
tion of the pearlite reaction at lower temperatures.[23]

In Eq. [15], the function, f (B,Ccomp), is a correction fac-
tor that was determined experimentally by Kirkaldy and
Venugopalan[17] to facilitate correct prediction of the end
of the bainite isothermal transformation time. This empirical
function must be set to one whenever Ccomp is negative. In
Kirkaldy et al.’s[15,16,17] original microstructure evolution
model, the correction function, f(B,Ccomp), can be included
in the decomposition rate equations for ferrite (Eq. [10]) and
pearlite (Eq. [12]), respectively. However, in both cases, the
correction function was set equal to one.[15,16,17]

Below the martensite starting temperature (i.e., below MS,
Eq. [9]), it was assumed that at this stage of the cooling and
transformation, the cooling rate and the decomposition rate
to martensite far exceeds the rate of the diffusion-based trans-
formation to bainite. Therefore, below the martensite start-
ing temperature, the remaining volume fraction of austenite
was assumed to completely transform to martensite.

Since the hardness of the resultant microstructures is
known to depend on the transformation temperature,[32] the
following Vickers microhardness number (VHN) and tem-
perature relationships were used in the present study:

For T � 977K, where only proeutectoid ferrite is
produced,[13,14]

[19]

For 644K 	 T 	 977K, where ferrite, pearlite and bai-
nite are produced, using curve fitting of the data taken from
Reference [32],

VHN � 150

B �
XB

XA � XF

� 1.7(pct Cr) � 4(pct Mo) � 2.6
Ccomp � 1.9(pct C) � 2.5 (pct MN) � 0.9(pct Ni)
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[15]
dB

dt
�

2(G�1)/2 � �T2 � B
2(1�B)

3 � (1 � B)2B/3 � expa �Qb

R � T(t)
 b

[2.34 � 10.1(pct C) � 3.8(pct Cr) � 19(pct Mo)] � 10�4 � f (B,Ccomp)

where

[16]f (B,Ccomp) � exp{B2 � Ccomp} [20]� 10�4 T3 � 1.2446 � 10�7 T4

VHN(T) � 60,100 � 288.7 T � 0.521481 T2 � 4.17083
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where VHN is the temperature dependent Vickers micro-
hardness number and T is the transformation temperature in
degrees Kelvin (K).

For T  644K, where all remaining austenite is assumed
to transform to martensite, from direct experimental mea-
surement of the AISI/SAE 1045 steel used in this study:

[21]

Using the above relationships, the overall Vickers micro-
hardness number of a particular location within the HAZ is
obtained using the following rule of mixtures:

[22]

where �Xi is the total volume fraction of the microcon-
stituents formed during an incremental time step, i, at trans-
formation temperature T.

Overall Vickers Hardness Value � a
n

i�1
VHN(T) � �Xi(T)

VHN � 657

To calculate the volume fraction of each decomposition pro-
duct, Eqs. [10], [12], and [15] must be integrated numerically
due to their highly non-linear nature. In this study, an adaptive
step-size controlled Runge-Kutta integration routine was used
to solve the decomposition equations.[25] The execution logic
for the microstructure evolution model is shown in Figure 8.
In general, the program logic of the microstructure model was
divided into heating and cooling stages. During the heating stage,
the volume fraction of ferrite, pearlite and austenite were cal-
culated based on the lever law. In this model, steel was assumed
to completely transform to austenite once the temperature was
50 K into the austenitic region (i.e., T � Ac3 � 50).

In the cooling stage of the model, (see Figure 8) Eqs. [10],
[12], and [15] were used to calculate the volume fractions
of ferrite, pearlite and bainite, respectively. As illustrated in
Figure 8, the decomposition of austenite to its daughter prod-
ucts begins when the steel cools down from the austenitic
region and reaches the corresponding transformation tem-
peratures. Ferrite will form when the steel cools down to
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Fig. 8—Flowchart for the friction welding microstructure evolution model.
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below the Ac3 critical temperature. Below the pearlite trans-
formation temperature (i.e., below Ac1), the austenite to fer-
rite transformation was assumed to stop when 1 pct volume
fraction of pearlite was formed. Meanwhile, below the bai-
nite starting temperature (i.e., below BS), decomposition of
austenite to bainite will occur. Since the bainite reaction is
assumed to be a continuation of the pearlite reaction, decom-
position of austenite to pearlite was assumed to stop when
the rate of bainite formation was greater than the rate of
pearlite formation (i.e., dXB/dt of bainite is greater than
dXP/dt pearlite). Finally, when the temperature was below
the martensite starting temperature (i.e., below MS), all
remaining austenite was assumed to transform to martensite
as indicated in Figure 8. At each time step increment, the
newly calculated volume fraction was used to determine the
overall hardness according to Eq. [21].

IV. RESULTS AND DISCUSSION

A. Experimental Results for the Three Different Welding
Conditions

To validate the numerical model of direct-drive friction
welding, friction welds were made using three different weld-
ing conditions. These were labeled as optimal, long-time
and hard and fast welding conditions (see Table II). Figure 9
shows the measured axial displacement of the weld speci-
mens when using each of the three welding conditions. Note
that the axial displacement represents the movement of metal
on one side of the weld interface only, i.e., d(t)/2, and that
time begins the instant the work pieces make contact. Ini-
tially, the displacement for both the optimal and the long-
time welding conditions were similar, since both the axial
force and rotational speed were the same (see Table II).
For the first 1.8 s, there was no axial movement of either
of the weld specimens, since this was the heat-up stage of

the weld cycle. Following this, however, the metal at the
interface begins to plastically deform and move radially out-
ward under the influence of the axial force to form the flash.
At the same time, the weld specimens moved towards the
weld interface at a constant rate of displacement or burn-off
rate. At approximately 3.5 s, the weld in the optimal weld-
ing condition entered the forging stage where there was a
sudden increase in axial displacement rate. For this welding
condition, the final axial displacement of one specimen was
about 1 mm. Meanwhile, the long-time welding condition
specimens continued to move towards the interface and each
other and form more flash due to the longer heating time.
At the end of the weld cycle, the final axial displacement
for the long-time welding condition was about 4.5 mm.

The hard and fast welding condition specimens did not
exhibit evidence of a heat-up stage. Rather, because the axial
force was about 4 times greater than the previous two cases
(see Table II), the flash began to form almost immediately
after the weld specimens made contact and continued to
form at a much higher burn-off rate than with the other
two welding conditions. Within 3 s, the weld specimens had
been displaced much further toward the weld interface than
the other two welding conditions. In all three cases, these
measured displacement data were used by the post-processing
program to compensate for the axial movement of metal
taking place during welding.

Figure 10 shows the measured power versus time for the
welds made using the three different welding conditions. It
is clear from the results shown here that the power gener-
ated at the weld interface is not constant, but depends strongly
on the weld process parameters used and varies in a very
non-linear manner during the welding process. The power
required for the welds produced using the optimal and the
long-time welding conditions gradually increased to a peak
value of about 15 kW and then declined to an equilibrium
value of about 7.5 kW. This steady-state power level is most
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Fig. 9—Measured axial displacements of one specimen, d(t)/2, vs time for
welds made using the three different welding conditions.

Fig. 10—Measured power vs time for welds made using the three different
welding conditions.
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apparent in the long-time welding condition. Meanwhile, the
hard and fast welding condition generated much more power
(�30 kW) at the weld interface during the 3 s welding time
and appeared to approach a steady-state value of about 23 kW
only at the end of the weld. These measured values of power
were used as previously described to define the interface
boundary condition of the transient thermal model.

Photomicrographs showing transverse sections of friction
welds produced using the optimal, the long-time and the
hard and fast welding conditions are shown in Figure 11.
In all three cases, there is a slight hour-glass shape to the
heat affected zone boundaries which suggests that the heat
generated at the weld interface is not uniform, rather that it
increases with increasing radial distance from the center of
the weld specimens. However, there is currently no process
model available that can be used to predict this radial vari-
ation in heat generation at the weld interface.

There are noticeable differences in the width of the heat
affected zone and the amount of flash produced in the welds
made using the three different sets of welding conditions. As
expected, the weld made using the long-time welding con-
dition has the most flash and widest HAZ (Figure 11(b)) as
compared to welds made using the other two welding con-
ditions. Also, there was so much plastic deformation and
axial displacement that the thermocouple initially located
5 mm from the weld interface has moved into the zone of
plastic deformation and been destroyed. The weld made using
the hard and fast welding condition (Figure 11(c)) appears
to have produced more flash than the weld made using the
optimal welding condition (Figure 11(a)). Note that the ther-
mocouple that was initially 10.0 mm from the weld interface
has been displaced towards the interface and is now only
8.6 mm from the interface. Finally, the weld made using the
optimal welding condition has a wider and more uniform
HAZ than the weld made using the hard and fast condition.

B. Compensating for Axial Displacement of the Weld
Specimens

In Figure 12, the predicted time-temperature history with
and without compensation for the axial displacement of the
weld specimen towards the weld interface during welding are
plotted against the measured temperatures obtained from a
thermocouple embedded at the centerline of a friction weld
produced using the long-time welding condition. The mea-
sured temperature is seen to increase rapidly during welding
to a peak temperature of about 1400 K. After the weld has
been made, the rate of cooling is much slower. Without com-
pensation for axial displacement of the thermocouple, the pre-
dicted rate of temperature increase during welding, the peak
temperature and the cooling rate are all much less than the
measured values. In fact, without compensation for axial dis-
placement, the predicted peak temperature is 470 K less than
the measured peak temperature. On the other hand, the pre-
dicted displacement-compensated time-temperature history
shows excellent agreement with the measured data. Therefore,
direct comparison between the predicted time-temperature his-
tory and that obtained experimentally from the embedded ther-
mocouples is only possible provided that the effects of axial
displacement of the weld specimen and the embedded ther-
mocouple are incorporated properly in the model.

C. Transient Thermal Model Predictions

The predicted transient temperatures versus axial position
for a weld produced using the optimal welding condition is
shown in Figure 13. These predicted temperatures have been
displacement compensated. Only the temperatures of the
material located on the centerline and within 10 mm axial
distance of the original weld interface were plotted. Since
this is a friction weld of two 19 mm diameter 1045 steel
bars, the temperature curves are symmetrical with respect
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Fig. 11—Transverse sections of friction welds made between 19-mm- -diameter AISI/SAE 1045 steel bars using (a) optimal, (b) long-time, and (c)
hard and fast welding conditions.
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(a) optimal, (b) long-time and (c) hard and fast welding
conditions. The predicted temperatures (solid lines) are
displacement compensated. These measured temperatures (data
symbols) were those measured by the thermocouples located
on the centerline of the stationary weld specimen and initially
at a longitudinal distance of zo � 5 mm and zo � 10 mm,
respectively, from the original weld interface. Because of
the different welding conditions used, the amount of axial dis-
placement toward the weld interface for the embedded ther-
mocouples was different for each case. As a result, the final
axial locations of the thermocouples and temperature profiles
in Figure 14(a) are different than those in Figures 14(b) or
(c). Thus, direct comparison between the heating and cooling
rates shown in these three cases should not be made, because
in each case, the thermocouple has moved a different amount
and is at a different distance from the weld interface.

As indicated by all of the thermocouple measurements,
the metal experienced a rapid rise in temperature to a peak
value during welding. After the burn-off stage, the forging
stage began and the metal gradually cooled down. Note that
the gap in the measured results occurred while the data
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Fig. 13—Displacement-compensated predicted temperatures vs axial posi-
tion along the center line of a weld made using the optimal welding con-
ditions: (a) during the heating and burn-off stages and (b) during the forging
and cooling stages.

to the weld interface. The predicted transient temperatures
versus axial position for the welds produced using long-time
and hard and fast welding conditions exhibited similar
behavior to that shown in Figure 13.

A transient time-temperature simulation of a direct-drive
friction weld begins with the application of the heat gener-
ated at the weld interface as a boundary condition. As shown,
this heat generated at the weld interface causes the predicted
temperature at the interface to increase rapidly. During the
heating and burn-off periods, the slope of the time-temper-
ature curve at the interface (0 mm axial position) is pro-
portional to the heat input. This slope appeared to decline
as the time increased beyond 2 s. This is consistent with the
observed reduction in motor power during the latter por-
tion of the burn-off stage (see Figure 10). In Figure 13(a),
the width of the heat affected zone is defined by the mate-
rial that is heated above the Ac1 temperature of 989 K and
therefore transforms into austenite. In this case, the heat
affected zone is predicted to be about 4 mm. This is in very
good agreement with that shown in the transverse section
of the weld shown in Figure 11(a). After the interface reaches
a temperature of T � Tmax � 1273 K, the weld interface
boundary condition was switched to a Dirichlet boundary
condition with T � Tmax. The interface temperature remained
unchanged for the balance of the heating and burn-off peri-
ods. During the burn-off period, the heat can be seen to prop-
agate further into the parent material thereby increasing the
size of the heat affect zone.

After 3 seconds, the heating and burn-off stages were fin-
ished and the weld assembly entered the cooling period (see
Figure 13(b)). On cooling, the heat was conducted away
from the weld interface and lost to the surroundings through
the ends of the weld specimens. The predicted rate of cool-
ing is much slower than the rate of heating. Again, the tem-
perature curves are symmetrical with respect to the weld
interface.

Figure 14 shows the predicted and measured center line
temperatures versus time for friction welds produced using

Fig. 12—The effect of compensating for the axial displacement of the weld
specimen and thermocouple with respect to the weld interface on the measured
and predicted temperatures vs time for the long-time welding condition.
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acquisition system was saving the measured data into a data
file. Temperature measurements could not be made during
this time period.

Overall, the predicted temperatures were in good agree-
ment with the measured temperatures for all three weld-
ing conditions. For the optimal and the long-time welding
conditions, the difference between the predicted and the
observed temperatures and cooling rates were small. On
the other hand, the difference was quite large for the fric-
tion weld produced with the hard and fast welding condi-
tion (see Figure 14(c)), especially for the thermocouple
closest to the weld interface (zo � 5 mm). In this case,
the amount of flash formed around the weld interface was
suspected to be a major factor affecting the peak temper-
ature reached and the cooling rate. As indicated in Fig-
ures 9 and 10, the hard and fast welding condition had a
short heating time, a high displacement rate and a high
heat generation rate. Due to the high displacement rate, the
heat generated at the weld interface was carried away from
the interface quickly by the plastic deformation and stored
as sensible heat in the flash. This rapid removal of the
heated material would have prevented the interface tem-
perature from increasing as much as was predicted by the
numerical model. After welding, this sensible heat was con-
ducted from the flash back into the HAZ of the weld
thereby returning the sensible energy to the weld joint
and reducing the cooling rate of the metal. Therefore, to
facilitate accurate prediction of the measured cooling rates
for this welding condition, an artificially large value of
Tmax was required in the thermal model.

For each welding condition, there was a maximum tem-
perature, Tmax, reached at the welding interface. To deter-
mine the actual value of Tmax for a welding condition, several
simulations were performed. The value of Tmax was varied
in each simulation and a comparison made between the mea-
sured and predicted temperatures. For example, in the opti-
mal welding condition, when Tmax was set at 1273 K, good
correlation between the predicted and the measured tem-
peratures was obtained. As Tmax was increased beyond
1273 K, the predicted temperatures were much higher than
the measured temperatures. On the other hand, when Tmax

had a value less than 1273 K, the predicted temperatures
appeared to decrease much faster than observed from
experimental measurement. Using this same procedure, Tmax

for the long-time and the hard and fast welding conditions
were found to be 1483 K and 1453 K, respectively.

Experimental measurements by Squires[33] revealed that
different maximum temperatures occurred at the weld inter-
face depending on the welding conditions used. This trend
was clearly evident in the predicted Tmax values for the three
different welding conditions used in the present study. While
changing welding process conditions apparently affects the
maximum temperature at the weld interface, the relationship
between the welding parameters and the maximum temper-
ature at the weld interface is not yet known. This must be
part of future development of the process model.

For all three welding conditions, the value of Tmax required
for good correlation with measurements was much less than
the melting temperature of AISI/SAE 1045 steel (�1670 K).
This suggests that melting did not occur at the weld inter-
face during friction welding of the steel bars. This is con-
sistent with the results of Squires[33] and Tensi et al.[34]

Fig. 14—The predicted and measured center line temperatures from embed-
ded thermocouples originally placed at the center line and zo � 5 mm and
zo � 10 mm from the weld interface of AISI/SAE 1045 steel friction welds
made using (a) optimal, (b) long-time, and (c) hard and fast welding
condition.
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D. Calibration of the Microstructure Evolution Model

Before using the microstructure evolution model, tests
were performed to ensure that the austenite decomposition
equations, Eqs. [10] through [18], could in the very least
predict the Isothermal Transformation (IT) diagram of AISI/SAE
1045 steel.[32] The initial results, as shown in Figure 15, indi-
cated that the decomposition equation of austenite to ferrite
and that of austenite to bainite were able to predict the start-
ing time for their respective transformations. The same,
however, could not be said for the austenite to pearlite trans-
formation. The long incubation time of the pearlite suggested
that the undercooling term (i.e., �T3 � (Ac1 � T)3) in the
austenite to pearlite decomposition equation (Eq. [12]) did
not have the proper effect and required adjustment. Initially,
the undercooling term in the decomposition equation for
austenite to pearlite had an exponent of 3. However, when
the exponent of the undercooling term was set to 3.35, a
reasonable starting curve for pearlite transformation was
obtained as illustrated in Figure 16.

The predicted ending times for both the bainite and pearlite
transformation were much shorter than experimentally mea-
sured values[32] (see Figure 15). In the decomposition equa-
tions, the correction function, f (X,Ccomp), was originally
proposed by Kirkaldy et al.[15,16,17] to retard the transfor-
mation rate such that the ending time of the reaction matched
the experimental measurements. For example, in the austen-
ite to bainite transformation, f(B,Ccomp) was given by Eqs. [16]
and [17]. Because the steel composition is constant, Eq. [16]
varies only as a function of B during the transformation.
Therefore, for the purposes of the present study, a new form
of the correction function is proposed, i.e.,

[23]

where Xi is the normalized volume fraction of either pearlite
or bainite as before and A is a calibration constant. The value
of A was varied until the predicted end of transformation time
correlated with the measured time reported in the published

f(Xi) � exp(Xi
2 � A)

IT diagram for AISI/SAE 1045 steel.[32] As seen in Figure 16,
when the calibrated constant A was set to 2.5 and 1.5 in the
bainite and pearlite decomposition equations, respectively,
there was good correlation between measured IT data for
AISI/SAE 1045 steel[32] and the predictions of Kirkaldy
et al.’s[15,16,17] modified microstructure evolution model. Thus,
using the above technique and an experimentally measured
IT diagram, Kirkaldy et al.’s[15,16,17] microstructure evolution
model can be calibrated for any steel composition.

E. Microstructure Evolution Model Predictions

In the as-received condition, the microstructure of the hot-
rolled AISI/SAE 1045 steel bar consisted of ferrite and large
pearlite colonies. As shown in Figure 17, the proeutectoid
ferrite was situated at the prior austenite grain boundaries
and surrounded the large pearlite colonies. The average
microhardness for the as-received AISI/SAE 1045 steel was
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Fig. 16—Experimental IT curves for AISI/SAE 1045 steel[32] and trans-
formation times predicted using Kirkaldy et al.’s[15,16,17] modified microstruc-
ture evolution model.

Fig. 15—Experimental IT curves for AISI/SAE 1045 steel[32] and trans-
formation times predicted using Kirkaldy et al.’s[15,16,17] original microstruc-
ture evolution model.

Fig. 17—The as-received microstructure of the hot-rolled AISI/SAE 1045
steel bar consisting of ferrite (white) decorating grain boundary and pearlite
(gray) within the grains.
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approximately 220 VHN which is higher than the measured
VHN of the fully annealed AISI/SAE 1045 steel (181 VHN).

The predicted volume fractions of ferrite, pearlite and bai-
nite, and martensite as a function of axial position in a fric-
tion weld made using the optimal welding condition is shown
in Figure 18(a). Figure 18(b) is a photomicrograph taken on
the centerline and at the weld interface of the same friction
weld. From the plot, the predicted volume fraction of pearlite
and bainite is seen to increase from 56 pct in the base metal
to about 92 pct in the HAZ. There was about 7 pct volume
fraction of martensite predicted in the HAZ. On the other
hand, the volume fraction of ferrite decreases from 44 to
about 0.8 pct. Comparison of these predictions with the pho-
tomicrograph of the microstructure in Figure 18(b) suggests
that there is excellent qualitative agreement between the pre-
dicted and the observed microstructures. Similar results were
also observed for welds made with the long-time (see Figure 19)

and the hard and fast welding conditions (see Figure 20).
Note that the volume fraction of ferrite in the weld made
using the long-time welding condition was observed and
correctly predicted to be greater than that in the other welds
due to the slower cooling rate experienced by the HAZ of
this weld (see Figure 19). Also, as would be expected, there
was a significant decrease in the predicted volume fraction
of martensite in this weld.

To further validate the results from the microstructure
model, the area fraction of the resultant microstructures was
measured for welds produced using different welding con-
ditions. The measured area fraction of each microconstituent
is a good indicator of the volume fraction of the post-weld
microstructure.[20] The area fraction of each microconstituent
was measured using a standard metallographic microscope
with image analysis software. For simplicity, it was assumed
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Fig. 18—Results of a friction weld made using the optimal welding con-
dition: (a) predicted volume fraction of ferrite, martensite, pearlite, bainite;
and (b) photomicrograph showing ferrite (white) and fine pearlite, bainite,
and martensite (gray) at the weld interface and on the center line.

Fig. 19—Results of a friction weld made using the long-time welding con-
dition: (a) predicted volume fractions of ferrite, pearlite, bainite, and marten-
site; and (b) photomicrograph showing ferrite (white) and fine pearlite,
bainite, and martensite (gray) at the weld interface and on the center line.
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fractions of the resultant microconstituents in the friction
welds produced using these different welding conditions.

The predicted and measured Vickers microhardness dis-
tribution versus axial position is plotted in Figure 21 for the
friction welds produced using (a) the optimal, (b) the long-
time and (c) the hard and fast welding conditions. In the weld
produced using the optimal welding conditions, the measured
microhardness increased from 220 VHN in the base metal
to about 300 VHN within the HAZ of the weld. The model
also predicted an increase in microhardness in the HAZ; how-
ever, the predicted values were between 10 and 25 VHN
higher than the measured values (see Figure 21(a)).

The predicted and measured microhardness for the weld
produced using the long-time welding conditions are shown
in Figure 21(b). The microhardness in the HAZ of this weld
increased to about 270 VHN which is less than the weld
produced using the optimal welding conditions due to the
slower cooling rates experienced by this weld and resultant
higher volume fraction of ferrite and reduced volume frac-
tion of martensite produced. Also, there was better correla-
tion between the measured data and predicted microhardness
values in the HAZ compared to the optimal welding condi-
tion. This may be due to the fact that the cooling rate and
the peak temperature were well predicted by the transient
thermal model (see Figure 14(b)).

The predicted and measured microhardness for the weld
produced using the hard and fast welding conditions are
shown in Figure 21(c). In this case, the microhardness in
the HAZ increased to about 290 VHN and the model slightly
over-predicted the microhardness. However, the correlation
between the predicted and measured VHN was good con-
sidering the fact that a higher Tmax was required in order to
achieve the correct cooling rate.

The predicted microhardness distribution of each case shown
in Figure 21 indicates the existence of a soft region between the
unaffected metal and the HAZ and a very abrupt change in
microstructure and microhardness at the boundary between the
base metal and HAZ. This behavior was predicted, but not
observed in the actual welds except possibly in the optimal weld
shown in Figure 21(a). The temperature of the metal at this
soft location peaked in the intercritical region or between the
Ac1 (990 K) and the Ac3 (1018 K) temperatures. In this sce-
nario, the microstructure evolution model predicted a larger vol-
ume fraction of austenite than the amount that probably actually
formed. This was caused by the fact that in the model, an instan-
taneous microstructure transformation of the pearlite to austen-
ite during the heating stage was assumed. As previously
mentioned, the microhardness is a function of the transforma-
tion temperature. Since there was more austenite predicted to
decompose to ferrite upon cooling than probably actually existed
in this region of the weld, the predicted microhardness was lower
than experimentally observed immediately adjacent to the base
metal and higher than observed at the edge of the HAZ.
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Fig. 20—Results of a friction weld made using the hard and fast welding
condition: (a) predicted volume fractions of ferrite, pearlite, bainite, and
martensite; and (b) photomicrograph showing ferrite (white) and fine pearlite,
bainite, and martensite (gray) at the weld interface and on the center line.

Table III. The Predicted and Measured Percentage of the Resultant Microstructures for Friction Welds Produced Using
the Optimal, the Long-Time, and the Hard and Fast Welding Conditions

Optimal Long-Time Hard and Fast

Predicted Measured Predicted Measured Predicted Measured

Pearlite and bainite 91.9 pct 91.2 pct 91.0 pct 89.5 pct 95.8 pct 96.3 pct
Ferrite and martensite 8.1 pct 8.8 pct 9.0 pct 10.5 pct 4.2 pct 3.7 pct

that the darker gray phase is unresolvable fine pearlite and
bainite while the white phase is either ferrite or martensite.
For each welding condition, the measurement was taken at
a position located on the centerline and at the weld inter-
face. The measured area fractions are summarized along with
the predicted volume fractions of the post-weld microstruc-
ture in Table III. As indicated, there was good agreement
between the model predictions and the measured volume

14-E-TP-04-8B-L  3/15/06  6:02 PM  Page 290



To improve the microstructure and microhardness predic-
tions for material that is heated only into the intercritical or
low austenite temperature range, an austenite decomposition
model is needed during the heating state. An austenite decom-
position model would predict the effects of heating rate on the
transformation kinetics of pearlite and ferrite to austenite. Using
the austenite decomposition model, more accurate prediction
of the volume fraction of austenite would be obtained during
the heating cycle. This would lead to improved prediction of
the resultant microconstituents and microhardness in the HAZ
adjacent to the boundary between the base metal and HAZ.

The predicted width of the HAZ for the welds produced
using the three different welding conditions are also indi-
cated in Figure 21. The HAZ width predicted for the weld
produced using the optimal welding conditions was 4 mm.
This is in very good agreement with the HAZ width as evi-
denced by the microhardness measurements. As expected,
the HAZ width of the weld produced using the long-time
welding conditions was predicted to be almost twice as large
(9.5 mm). This was due to the long burn-off time used dur-
ing this weld which gave more time for heat to be con-
ducted into the specimens. Finally, the HAZ width predicted
for the weld produced using the hard and fast welding con-
ditions was 4.9 mm, slightly larger than that in the weld
produced using the optimal conditions. In the last two cases,
the predicted HAZ widths appear to be slightly larger than
the HAZ widths as evidenced by the microhardness mea-
surements; however, in all cases, there is good qualitative
agreement between the predicted and observed effects of
the welding conditions on the HAZ widths.

As was previously noted in Figure 11, the HAZ in the
welded specimens always had a slight hour-glass shape which
suggests that the heat generated at the weld interface is not
uniform, rather that it increases with increasing radial distance
from the center of the weld specimens. The measured HAZ
widths at the center line and outside diameter of friction welds
produced using the optimal, long-time and hard and fast weld-
ing conditions and the predicted HAZ widths are shown in
Table IV. The HAZ width of the weld produced using the
optimal conditions, for example, varied from 4 mm at the cen-
tre to 5.8 mm at the outside edge adjacent to the flash (see
Figure 11(a)) while the model predicted a 4 mm HAZ width
which is the same as the observed center line width. While
similar variations in the HAZ width were observed for the
other two cases (see Figures 11(b) and (c)), as shown in Table
IV, in all cases, the predicted HAZ was within the observed
range of HAZ widths. Also, the model was able to correctly
predict the qualitative effects of the welding conditions on the
HAZ width, i.e., the HAZ width of the long-time weld was
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Fig. 21—The measured and predicted microhardness (VHN) vs axial posi-
tion along the center line of welds made using (a) optimal, (b) long-time,
and (c) hard and fast welding conditions.

Table IV. Measured HAZ Widths at the Centerline
and Outside Diameter of Friction Welds Produced Using

the Three Different Welding Conditions and the Predicted
HAZ Widths

HAZ Width (mm) 

Measured

Welding Condition Center Outside Predicted

Optimal 4.0 5.8 4.0
Long-time 7.8 9.5 9.5
Hard and fast 3.5 5.7 4.9
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larger than the optimal HAZ width and the hard and fast width
was slightly larger than the optimal HAZ width.

At the present time, a comprehensive and rational process
model that can predict the actual power distribution at the
weld interface and the resultant slight hour-glass shape of
the HAZ is not available. Thus, a constant power distribution
assumption is a reasonable assumption until such time as a
more comprehensive process model becomes available.

V. CONCLUSIONS

A model of direct-drive friction welding has been devel-
oped which can be used to predict the time-temperature his-
tories, the resultant microstructure and the microhardness
distribution across the weld interface of friction welded
AISI/SAE 1045 steel bars. Experimentally measured power
and axial displacement data were used in conjunction with a
finite element transient thermal model to predict the time-tem-
perature history within the heat-affected zone (HAZ) of the
weld. This was then used with a microstructure evolution model
to predict the volume fraction of the subsequent microcon-
stituents and the microhardness distribution across the weld
interface of welds produced using three significantly different
welding conditions; one with optimal conditions, one with a
long burn-off time and one with high axial pressure and rota-
tional speed but short burn-off time, i.e., hard and fast.

Direct comparison between the predicted and the mea-
sured time-temperature history was only possible provided
the axial displacement of the weld metal and thermocouples
that takes place during the burn-off stage of the friction weld
was incorporated in the transient thermal model. In the pre-
sent study, an algorithm was developed that used measured
axial displacements of the weld specimens versus time to
correct the predicted time-temperature histories for dis-
placement of the specimens during welding.

To prevent prediction of unrealistic temperature increases
at the weld interface, the temperature predicted by the tran-
sient thermal model at the weld interface must be restricted
to a maximum value, Tmax. The most appropriate value of
Tmax was found to dependent on the welding conditions, but
all were less than the melting temperature of AISI/SAE 1045
steel. Overall there was good agreement between the pre-
dicted and the measured time-temperature histories.

In the present study, a calibration procedure for Kirkaldy
et al.’s[15,16,17] microstructure evolution model which uses
existing IT diagrams of the steel of interest has been demon-
strated. This calibration procedure ensures that the microstruc-
ture model can be used for any steel composition for which
an IT diagram exists. Using the predicted time-temperature
histories, the calibrated microstructure evolution model was
able to predict the effects of the weld process parameters on
the resultant width of the HAZ, the volume fractions of the
post-weld microconstituents and the microhardness distrib-
ution in AISI/SAE 1045 steel friction welds produced using
three significantly different sets of welding conditions.
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