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Abstract

We use phase-field models to characterize the microstructure present in magnesium AZ31 alloy solidified under welding conditions.
We focus our attention on the study of the conditions under which a columnar-to-equiaxed transition (CET) is observed in resistance
spot welds. Our simulations show how the size and shape of the columnar and equiaxed regions depend on factors such as cooling rate,
temperature gradient and the nature of inoculant particles. Our results are compared with experimental observations. In addition, we
contrast our findings with predictions from a previously developed steady-state model for the CET.
� 2012 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

It is well known that the microstructure of metals and
alloys, which is largely determined by the conditions pres-
ent during solidification, influences the thermomechanical
properties of a given material. An important phenomenon
observed in a wide range of solidification processes is the
columnar-to-equiaxed transition (CET) [1], a morphologi-
cal transition that plays an important role in engineering
processes such as casting and welding, but whose proper-
ties remain poorly understood.

The CET can be defined as a change in dentritic growth
regimes occurring during solidification. It is characterized
by a morphological transition of the solidifying phase
microstructure from columnar domains to equiaxed den-
dritic grains. Several experimental [2–13], theoretical [14–
18] and computational [19–26] studies have been made to
understand the nature of the CET, as well as the influence
of material parameters and experimental conditions under
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which it occurs. This knowledge is important in order to
control solidification conditions to obtain a desired micro-
structure, particularly in the process of welding, where the
CET is prevalent.

The first theoretical model for the CET in a binary alloy
was developed by Hunt in 1984 [14]. The selection of either
columnar or equiaxed growth is assumed to be determined
by competition between a columnar solidification front and
equiaxed grains formed ahead of the front by nucleation.
Hunt’s model is applied to steady-state Bridgman growth,
in which the solidification front advances at a constant
velocity under uniform and constant thermal gradient.
Using a simple model to calculate tip velocity [27], a
parameter dependent on the thermal gradient, front veloc-
ity, solute concentration and nucleation barrier is defined.
The value of this parameter represents the volume fraction
of the front blocked by equiaxed grains, and determines
whether a columnar, equiaxed or mixed microstructure will
prevail. Several further efforts to refine Hunt’s model have
yielded the same qualitative behaviour, albeit with signifi-
cant quantitative differences [15,16]. Fig. 1 shows an exam-
ple of a morphological phase diagram obtained
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Fig. 1. Columnar-to-equiaxed morphological phase diagram for the Al–
Cu system. Comparison between Hunt’s analytical model and the
numerical model of Gäumann et al. [16].

Fig. 2. Heat-affected zone (HAZ), columnar dendritic zone (CDZ) and
equiaxed dendritic zone (EDZ) in a resistance spot weld of AZ31 [2].
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numerically by Gäumann et al. for Al–Cu alloys [16]. Their
model considers growth at marginal stability [28] and uses
Ivantsov’s model [29] to determine the composition profile
ahead of the interface. The columnar and equiaxed zones
are delineated and compared to the analytical prediction
of Hunt’s model. The curves separating different regions
shift under different values for solute concentration and
nucleation parameters.

1.1. Resistance spot welding: a paradigm for CET

In this work we investigate the CET occurring under
conditions typical of those for resistance spot welding
(RSW), where the typical cooling rates are much higher
than those of conventional casting. RSW is one of the most
common welding processes in the automotive industry. In
essence, it consists in melting a small volume within a
region between two metallic plates by passing a high cur-
rent through them. Once the current is stopped, solidifica-
tion of the liquid pool occurs, joining the two plates in the
weld region.

In recent years, Mg alloys have received considerable
attention in the automotive industry, as considerable
weight savings can be achieved by replacing steel or Al
alloy parts by Mg alloys. It has been found, however, that
the strength of conventional fusion Mg alloy welds is much
lower than that of the base material [30,31]. In fusion
welds, columnar (or, often, long-branched dendritic arms)
and equiaxed grains are often the predominant microstruc-
tures [29,32–34]. Experiments and microstructure observa-
tions [2,3] confirm that both of these structures are present
in resistance spot welds of AZ31 (see Table 1 for composi-
tion) and that, apparently, a CET occurs (see Fig. 2). It is
well known that, from the mechanical point of view, fine
equiaxed grains are preferable to columnar grains. For this
Table 1
Chemical composition (wt.%) of AZ31 alloy shown in Fig. 2.

Al Zn Mn Si Ca RE Mg

2.92 1.09 0.3 <0.01 <0.01 0.01 Bal.
reason, considerable experimental research has focused on
the CET on welds, although only very recently for Mg
alloys [2,3,34]. Xiao et al. [3] have investigated the influence
of second-phase particles and of added inoculants on the
relative size of the columnar and equiaxed regions. The
effect of the welding current is also investigated in Ref. [2].

The main purpose of the present work is to investigate
the influence of inoculants and thermal conditions on the
CET from a theoretical and computational point of view
by numerical simulations using phase-field modelling. This
analysis is non-trivial due to the fact that solidification
occurs under transient, i.e. non-steady-state, thermal condi-
tions typically present on RSW. We thus expect our analysis
to provide insight into the applicability of previous steady-
state processing conditions, as phase-field models also offer
a self-consistent method to model the solidification kinetics
of the CET. We will compare our simulation results with
steady-state CET predictions from the model by Gäumann
et al. (GTK). Our results will confirm that heterogeneous
nucleation, as a mechanism for the formation of equiaxed
grains, is a sufficient model to fully explain the CET.

The organization of this paper is as follows: Section 2
contains a brief description of the phase-field model for
binary alloys used to simulate the dynamics of solidifica-
tion under non-equilibrium conditions. In Section 3 we
describe the algorithm used to incorporate heterogeneous
nucleation of grains in the liquid phase, which is coupled
with the phase-field model dynamics. Results of our simu-
lations and a comparison to experimental results are pre-
sented in Section 6, followed by discussion in Section 7
and conclusions in Section 8.

2. Phase-field model

We use a phase-field model to simulate solidification in
the nugget. In this work we use the phase-field model for
a dilute binary alloy developed by Echebarria et al. [35]
and successfully applied in several alloy solidification stud-
ies [36–39]. The details of the derivation of this model can
be found in the references provided above. In what follows,
we present the equations describing the evolution of the rel-
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evant fields as well as a brief description of the implemen-
tation of the model. We start by considering a system that
consists of solid domains surrounded by an undercooled
liquid. A set of continuous fields [/i] is defined. Each of
these fields represents the thermodynamic phase present
at a particular point in space, having two definite values,
0 and 1, in the bulk liquid and solid phases, respectively.
The interface is represented as a region of finite (but non-
zero) width W in which the order parameter varies contin-
uously between its two bulk values. Solid grains of different
orientations are each represented by a different variable /i.
Solute concentration is represented by an additional field,
c. Temperature is represented by the field T. A free energy
function f of the local fields is defined and a global free
energy F is constructed by integration of f over the volume
V of the system:

F ½c;~/; T � ¼
Z

dV
XN

i¼1

1

2
j�ð~/Þr/ij

2 þ f ðc;~/; T Þ þ fintð~/Þ
( )

;

ð1Þ
where the first term of the integrand ð�ð~/Þ is an anisotropic
gradient energy coefficient between a solid and a liquid
phase or two solid phases with different orientation) con-
tributes to the interfacial energy. The second term accounts
for the bulk free energy density and the third term is the
interaction energy between grains of different orientation.

The non-equilibrium dynamics of solidification are
described by the integration in time of driving forces for
the fields /i and c [35]:

@/i

@t
¼ �K/

dF
d/i

ð2Þ

and

@c
@t
¼ r � Mðc;~/Þr dF

dc

� �
; ð3Þ

where K/ is a kinetic constant. The coupled equations (2)
and (3) are variationally derived from the free energy func-
tional F. In theory these two equations are sufficient to de-
scribe the non-equilibrium dynamics of the system. In
practice, however, a non-variational term is added in Eq.
(3) to correct for a solute-trapping effect arising from the
use of an interface width in the model that is much larger
than the actual physical value [35,36]. This allows the time
step of integration to be significantly larger, dramatically
decreasing the computation time.
3. Nucleation

For the CET, a few different mechanisms, such as den-
drite fragmentation [9,40,41], grain detachment [8,40], sur-
face nucleation [9,42] and heterogeneous nucleation [40,43]
have been proposed to explain the formation of equiaxed
grains ahead of the solidification front. However, there
does not appear to be conclusive evidence in support of
any of these as the predominant mechanism. As several
studies [3,7,8,10,11] have shown that the addition of for-
eign inoculants promotes the CET, we believe it is a reason-
able assumption to consider heterogeneous nucleation as,
at least, an important contributing factor for equiaxed
grain formation. Thus, our model considers heterogeneous
nucleation as the sole mechanism of grain formation.

Unfortunately, given that nucleation is essentially a
fluctuation-driven phenomenon that occurs very rarely
and in very short time scales, it is difficult to simulate events
from noise terms in the phase-field dynamic equations. As
an alternative, we follow the stochastic coarse-grained
approach of Simmons et al. [44], based on the evaluation
of a probability of spontaneous nuclei formation within a
certain volume and a certain time interval. The probability
that at least one solid nucleus of critical size forms within a
homogeneous volume DV within a time interval Dt is given
by:

P ¼ expð�JDV DtÞÞ; ð4Þ
where J is the nucleation rate that depends on the local
conditions of the liquid. It is given by:

J ¼ Nb�Z expð�DF �=kT Þ; ð5Þ
where N is the nucleation site density, b* is a frequency fac-
tor equal to the reciprocal of the characteristic nucleation
time, Z is the Zeldovich factor, k is the Boltzmann con-
stant, T is the absolute temperature and DF* is the nucle-
ation free energy barrier. For a given set of conditions
(solute concentration and temperature) for the metastable
liquid phase we calculate the value of DF* from classical
nucleation theory using bulk and surface energies:

DF � ¼ 16p
3

hðhÞc3

Df 2
v

; ð6Þ

where c is the solid–liquid interfacial energy, h is a heteroge-
neous pre-factor that depends on the contact angle h and
Dfv is the bulk free energy change per unit volume, given by:

Dfv ¼ fSðcN Þ � fLðc0Þ �
@fL

@c

����
c0

ðcN � c0Þ ð7Þ

for a binary alloy. In Eq. (7), c0 is the concentration of the
metastable liquid, cN = kc0 is the concentration of the solid
nucleus (k is the partition coefficient in the dilute limit), and
fS(T,c) and fL(T,c) are the bulk free energy curves for the
solid and liquid, respectively. The contact angle h (and
therefore h) depends on the interfacial energy between the
liquid and the surface of an inoculant particle. The lower
the value of this interfacial energy, the lower the nucleation
barrier becomes. Thus, we expect different types of inocu-
lants to yield different values of h(h).

While Eqs. (4) and (5) are, in principle, valid only under
uniform and constant conditions, we can apply them
locally to volume elements and time intervals small enough
that conditions do not vary strongly within them.

The details of the implementation of Eqs. (4) and (5) as
well as their coupling with the phase-field model are
described below in Section 5.
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4. Temperature profile

The single most important condition controlling the
microstructure during solidification is temperature, and
its variation in time (cooling rate) and space (thermal gra-
dient). For this reason it is essential to incorporate a real-
istic temperature profile, corresponding to actual
experimental conditions, into solidification simulations.
Temperature in RSW is difficult to measure [34]. For this
reason we have opted for the use of a simple thermal con-
duction model to compute the temperature profile during
solidification. We obtain a time-dependent profile by solv-
ing the heat equation numerically under known operating
conditions of RSW of AZ31. We used approximate exper-
imental values to calibrate our model. A sample 2-D tem-
perature snapshot at the end of the heating stage under
welding conditions WP1 (see Section 6) is shown in Fig. 3.

5. Computational procedure

5.1. Phase-Field

We use a computer program developed by Greenwood
[45] to simulate the dynamic evolution of solidifying
domains within a sample 2-D system [46]. This program
performs the numerical integration of Eqs. (2) and (3) on
a dynamic adaptive mesh. This mesh, at a given time, com-
prises square elements of different sizes: smaller ones in
regions where sharp variations of the local fields are pres-
ent (interfaces and grain boundaries), and coarser ones
where the fields vary smoothly (bulk phases). As is well
known, the advantage in using a non-uniform lattice lies
in reducing the number of grid points and, therefore, signif-
icantly reducing the number of operations per time step
and memory requirements.

5.2. Nucleation

The coupling of nucleation to phase-field dynamics is
implemented as follows. First, a certain number of nucle-
Fig. 3. (a) Temperature profile (model) in the fusion zone at the end of the he
(dark region) given by the condition T > Tmelting.
ation seeds are placed at random positions within the sys-
tem of study. This number is determined using the given
concentration of inoculant particles N and the total volume
of the sample system. The next step is to choose a particular
time interval DtN as a trial period for the evaluation of the
probability of nucleation. Then, at every nucleation trial
time, the relevant local conditions of each element (temper-
ature, solute concentration, inoculant concentration) as
well as the element area are used to calculate a probability
of nucleation within the element using Eq. (4). It should
be noted that because the simulation is in two dimensions,
a thickness factor d must be introduced in order to compute
DV = dDA. This factor needs to be such that the average
spacing between seeds in the 2-D domain is the same as that
of a 3-D domain. This condition gives us d = N�1/3. To pre-
serve the validity of Eq. (4), the trial time interval is chosen
in such way that nucleation is a relatively rare event
(P� 1). As the phase-field simulation progresses, at every
given nucleation trial time, the calculated value of P for
each element of the system is compared with a random
number (r) between 0 and 1. A nucleation event is then trig-
gered whenever r < P. When this happens, a circular grain
of size sufficiently larger than the critical radius R*

(obtained from DF*) and random orientation is seeded at
the center of the corresponding element. The growth of this
grain is subsequently governed by solute diffusion under
local non-equilibrium conditions.

6. Results

6.1. Experiments

Five different experimental welding processes for AZ31
(WP1, WP2, WP3, WP4 and WP5), each corresponding
to a different set of cooling conditions for solidification,
were carried out. Each welding process consist of three
stages: (1) the squeezing stage, in which the electrodes press
against the plates in order to make a stable contact between
the two sheets; (2) the welding stage, in which a high cur-
rent passes through the plates; and (3) the holding stage
ating stage under welding conditions WP1 (see Section 6). (b) Fusion zone



Fig. 5. Size of the columnar region measured horizontally from the edge
of the fusion zone for welding processes WP1–WP5 with no added
inoculants (SB) and with added Ti, Al8Mn5 and Mn particles [47].

Fig. 6. Fusion zone and simulation domain (rectangular area).
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in which the current is either stopped or ramped down to
allow cooling by water flowing through the electrodes.
For all processes, a force of 4 kN was applied by the elec-
trodes during the squeezing, welding and holding stages. A
maximum current of 26 kA was used for the welding stage.
The squeezing time was set to 30 cycles (at 60 Hz) and the
welding time to 8 cycles. In the holding stage the current
was turned off for WP1 and ramped down linearly to
10% of its maximum value for WP3, WP4 and WP5. The
duration of the hold stage was set to 0 for WP2 (the elec-
trodes were retracted from the plates), 30 cycles for WP1
and WP3, 40 cycles for WP4 and 50 cycles for WP5. The
time-dependent temperature profile for each process
(except WP2) was calculated for a volume enclosing the
fusion zone (see Section 4). The calculated temperature at
the center of the fusion zone is plotted as a function of time
in Fig. 4.

For the five welding experimental processes described
above, the size of the columnar and equiaxed zones was
measured after the samples were cut and polished. Fig. 5
shows a comparison between the size of the columnar
regions, measured horizontally from the edge of the fusion
zone. In addition to varying the cooling conditions, the
effect of adding inoculant particles (Ti, Al8Mn5 and Mn)
to the weld was studied.

6.2. Simulation

Using the phase-field model coupled with the nucleation
algorithms and the calculated thermal conditions for each
welding process, we performed a series of simulations of
the solidification of the nugget within a region close to the
edge of the fusion zone (see Fig. 6). We started by creating
base metal solid by allowing a few grains to grow and coa-
lesce under a fixed temperature profile corresponding to
that of the onset of the cooling stage. We then let the system
Fig. 4. Calculated temperature at the center of the nugget as a function of
time for the cooling conditions of welding processes WP1, WP3, WP4 and
WP5.
evolve by introducing the calculated thermal profile which
promotes domain growth in the direction of the gradient
as well as nucleation in locally undercooled regions. We
choose a system size of 0.1 mm � 1.0 mm. As an example,
Fig. 7 shows simulated solute (Al) concentration maps after
complete solidification for thermal conditions WP3 using
values of h(h) of 3 � 10�4, 7 � 10�4 and 1.5 � 10�3. The
nucleation site density was set to N = 1.4 � 1014 m�3. All
the remaining relevant parameters used for the simulation
are reported in Table 2.

We performed phase-field simulations for the thermal
conditions WP1, WP3, WP4 and WP5 using different val-
ues for the heterogeneous nucleation prefactor h(h). For
all the simulations we used N = 1.4 � 1014 m�3 as well as
the parameters shown in Table 2. Fig. 8 summarizes the
results of our simulations. The approximate columnar zone
size for each welding process is plotted against the prefac-
tor h(h). In the same figure, the simulation results are com-
pared with CET predictions from the GTK model (see
Section 6.3 below).

6.3. Steady-state CET model

As a reference, we have calculated the steady-state gra-
dient-velocity (G-v) morphological phase diagram for
AZ31 using the GTK model for each one of the sets of con-
ditions from our simulations. Fig. 9 shows the CET curves
for each value of h(h) used. In the plot we also show the G-
v trajectories (solidification paths) of the solidus (TS) and
liquidus (TL) lines corresponding to each of the welding
processes WP1, WP3 and WP5. There is a one-to-one cor-
respondence between each solidus (liquidus) point in a tra-
jectory and the time-dependent position of the solidus
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Fig. 7. Solute concentration maps after complete solidification for
thermal conditions WP3 and different values of the heterogeneous pre-
factor: (a) h(h) = 3 � 10�4, (b) h(h) = 7 � 10�4 and (c) h(h) = 1.5 � 10�3.
The nucleation site density was set to N = 1.4 � 1014 m�3.

Table 2
Physical properties of AZ31, phase-field and nucleation parameters used
in the simulations.

Physical properties of model AZ31 alloy

Chemical composition (wt.%) Al: 4, Mg: 96
Melting point of Mg (�C) 650
Liquidus slope (�C wt.%�1) �5.5
Partition coefficient 0.4
Solute diffusivity (liquid; m2 s�1) 1.8 � 10�9

Solute diffusivity (solid; m2 s�1) 10�14

Gibbs–Thomson coefficient (K m) 6.2 � 10�7

Density (kg m�3)a 1740
Solid–liquid interfacial energy (J m�2) 0.115
Specific heat (J kg�1 K�1)a 1360
Specific heat of fusion (J kg�1)a 3.7 � 105

Thermal conductivity (W m�1 K�1)a 78
Thermal diffusivity (m2 s�1)a 3.73 � 10�5

Phase-field parameters
Effective interface width, W0 (m) 10�7

Time step, Dt/ (s) 1.638 � 10�7

Minimum grid spacing 0.781W0

Anti-trapping coefficient 0.35355
Nucleation parameters
Zeldovich factor, Z 0.1
Characteristic frequency, b (s�1) 1012

Nucleation trial period DtN 100Dt/
a Values for pure Mg.

Fig. 8. Approximate columnar zone length vs. h(h). (i) Simulation: the
dots of different colour (each colour represents a different welding process)
mark the approximate measured length of the columnar zone, whenever it
is present. (ii) GTK model prediction: the vertical bars of different colours
indicate the size range of columnar zones, taken from the intersection
points of the CET curves with the G-v trajectories. A value of zero in the
ordinate indicates an all-equiaxed growth, while a value above �820 lm
(grey zone) indicates an all-columnar growth that extends beyond the
system window. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)

5930 D. Montiel et al. / Acta Materialia 60 (2012) 5925–5932
(liquidus) temperature. Assuming that the front lies some-
where between location of the solidus and liquidus temper-
atures, the G-v trajectory of the front is assumed to lie
somewhere between the corresponding solidus and liquidus
trajectories in Fig. 9. The intersection between the trajecto-
ries and the CET curves should correspond (approxi-
mately) to the region of CET transition if it were the case
that transient states obey steady-state behaviour. The
columnar size range prediction for each of welding process,
taken from the intersection of the CET curves and G-v tra-
jectories, is plotted against the different values of h(h) in
Fig. 8 (vertical bars).

7. Discussion

Both experimental results and simulations show that the
CET depends on both the nature of inoculants and the
cooling conditions. In the experimental case the effect of
cooling rate dependence is evident when we compare the
length of the columnar regions between welding processes
WP1–WP2 and WP3–WP5. The much lower cooling rates
that characterize the latter cases give rise to significantly
larger columnar regions. The same tendency is qualitatively
observed in the simulations. Experiments also show a
dependence of the CET on the nature of inoculants,
although, as Fig. 5 shows, the effect of each type of inocu-
lant on the size of the columnar region appears to be con-
sistent only at high cooling rates (WP1 and WP2).

A direct quantitative comparison between our simula-
tion results and the observed experimental data was not
attainable for the following two reasons. (1) For WP1 con-



Fig. 9. CET curves (solid lines) for different heterogeneous pre-factors calculated for AZ31 alloy using the GTK model. The solidus (blue) and liquidus
(red) dots constitute the G-v trajectories (paths) for the WP1, WP3 and WP5 thermal conditions. WP4 was omitted in order to avoid cluttering. The
numbers immediately beside the WP3 and WP5 trajectories correspond to the approximate positions (in mm) of the front throughout the solidification
path. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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ditions, where the CET was experimentally observed at an
early stage, our simulations predicted equiaxed growth
from the onset of solidification, even for very large values
of h(h) (high nucleation barriers). We believe a reasonable
explanation for this is the effect of latent heat diffusion, not
accounted for in this work, as an important factor for
solidification morphology under the very high cooling rate
present in WP1. This hypothesis is supported by the obser-
vation of a small but noticeable bump around the melting
point in experimental temperature measurements. (2) For
WP3–WP5 experiments show a CET occurring in the later
stage of solidification, close to the center of the nugget. Our
simulation results also show the CET, but because of the
limited size of our system we could only observe it within
a region close to the fusion zone boundary by decreasing
the nucleation barrier to an arbitrarily small value. Increas-
ing the simulation system size to represent a cross-section
of the whole solidification domain would have been unfea-
sible from the computational point of view. A more robust
model (one that incorporates latent heat diffusion) along
with more computational power would be needed to over-
come the issues described above. We believe that future
work that addresses these issues could be of significant
value.

Regarding the comparison between the phase-field sim-
ulations and the CET prediction using the GTK model,
which is based on steady-state conditions, there is a clear
qualitative agreement. As the plot on Fig. 8 illustrates,
both the simulations and the GTK model predict a mono-
tonic increase in the length of the columnar region as the
heterogeneous nucleation pre-factor h(h) (and nucleation
barrier) increases. The same is true for cooling rates. How-
ever, among the WP3–WP5 set of conditions, a signifi-
cantly larger columnar length was observed for lower
cooling rates, and both approaches predict all-equiaxed
growth for WP1. We believe that the quantitative discrep-
ancies observed can be attributed to the limitation that
entails applying the steady-state GTK model to transient
conditions. More specifically, one cannot expect the time-
varying solute diffusion field ahead of the front to corre-
spond to a steady-state profile. Given that the phase-field
model used in this work has been successfully applied in
quantitative predictions before, we are confident that our
simulation results can be used as a good benchmark for
testing the validity of using the GTK model predictions
under transient conditions. It must be noted, however, that
the reported length of the columnar zone carries a fair
amount of uncertainty in both the simulations and the
GTK model predictions. In the simulations, the point in
which the CET occurred was measured visually and for
most instances it appeared as a gradual transition, making
it difficult to define the limits of each zone. For this reason,
the simulation values in Fig. 8 were chosen as the positions
(with respect to the fusion boundary) where a significant
amount of nucleation events was observed. These locations
were not readily identifiable in many cases and were not
always followed by clear equiaxed growth. For the GTK
model, predictions for the columnar length carry an uncer-
tainty due the inherent difficulty in determining the posi-
tion of the solidification front within the limits of the of
the solidus and liquidus lines under transient conditions.
That is to say, only the positions of the liquidus and solidus
temperature lines can be unambiguously determined, while
the position of the front, moving within these lines, cannot.

8. Conclusions

The use of a 2-D phase field model for a binary alloy
coupled to a probabilistic nucleation mechanism has been
shown to be effective in simulating the CET under non-uni-
form, non-steady-state thermal conditions. We simulated
the nugget solidification of AZ31 alloy under conditions
typical of RSW. We focused primarily on the effect of cool-
ing rate and the effectiveness of inoculant particles, but our
model can be also used to study the effect of other vari-
ables, such as inoculant density and average solute concen-
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tration. Our results show a reasonable quantitative agree-
ment between simulations and the GTK model for CET.
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