
IEEE Distinguished Lecture

STATE-OF-THE-ART MANY-OBJECTIVE EVOLUTIONARY ALGORITHMS FOR OPTIMIZATION

forcement Learning for the Real World ng for the Real World verse Reinforcement 
Learning for the Real World earning for the Real World  Inverse Reinforcement Learning for the Real World 

Abstract:
Evolutionary computation is the study of biologically motivated computational paradigms which exert novel ideas and inspiration from
natural evolution and adaptation. The applications of population-based heuristics in solving multiobjective optimization problems have
been receiving a growing attention. To search for a family of Pareto optimal solutions based on nature-inspiring problem solving
paradigms, Evolutionary Multiobjective Optimization Algorithms have been successfully exploited to solve optimization problems in
which the fitness measures and even constraints are uncertain and changed over time. When we encounter optimization problems with
many objectives, nearly all designs perform poorly because of loss of selection pressure in fitness evaluation solely based upon Pareto
optimality principle. This talk will survey recently published literature along this line of research- evolutionary algorithm for many-
objective optimization and its real-world applications. In particular, focus will be placed on the design of selection strategy, including
mating selection and environmental selection. We will show the design of a coordinated selection strategy to improve the performance
of evolutionary algorithms in many-objective optimization. This selection strategy considers three crucial factors: 1) the new mating
selection criterion considers both the quality of each selected parent and the effectiveness of the combination of selected parents; 2) the
new environmental selection criterion directly focuses on the performance of the whole population rather than single individual alone,
and 3) both selection strategies are complement to each other and the coordination between them in the evolutionary process can
achieve a better performance than each of them used individually. Based on performance metrics ensemble, we will provide a
comprehensive measure among all competitors and more importantly reveal insights pertaining to specific problem characteristics that
the underlying evolutionary algorithm could perform best.
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Society in 2004-2005 and is the founding editor-in-chief of the IEEE Computational Intelligence Magazine, 2006-2009. He was the
President of the IEEE Computational Intelligence Society in 2010-2011 and is elected as a Distinguished Lecturer for the term 2012-
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