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Abstract

The Monte Carlo process has been widely used in a variety of industrial and academic
fields. Especially in the finance fields, efficiently computing the gradients of Monte Carlo
process is often needed. The reverse-mode of Automatic Differentiation can be applied
to compute the gradients in time as proportional to the time needed for computing the
objective function. However, in practice, this efficiency could suffer from massive memory
requirements. The subsequent exhaustion of fast memory and use of slow memory often
significantly slows down the computation. Here, we illustrate that the evaluation of ob-
jective function in Monte Carlo process often exhibit special structure that can be used to
reduce the memory requirement.

To overcome the excessive memory requirements, we will demonstrate a structured
reverse-mode AD approach to compute the gradients of a Monte Carlo process. This
approach takes advantage of its structure characteristics; therefore, it requires much less
memory, and improve the efficiency on computing the gradients. Experiments based on
the well-known Heston Model show that this method significantly reduces computing time.

iii



Acknowledgements

I would like to thank my supervisor, Professor Thomas F. Coleman for his generous
support and valuable guidance on my research project. I would like to thank Professor
Henry Wolkowicz for taking the time to review this paper. I would also like to thank
my colleage, Wanqi Li for his help on implementing my research expriments on ADMAT
software. Lastly, I would like to thank all of my classmates, staff and faculty members in
the Computational Mathematics Master Program. I had a great master’s study experience
with their help and encouragements along the way.

iv



Dedication

This is dedicated to my loved family and friends.

v



Table of Contents

List of Tables viii

List of Figures ix

1 Introduction 1

1.1 Automatic Differentiation Background . . . . . . . . . . . . . . . . . . . . 2

1.2 Monte Carlo with Automatic Differentiation . . . . . . . . . . . . . . . . . 3

1.3 Overview of Paper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Basics of Automatic Differentiation and the Structure Idea 5

2.1 Forward-mode and Reverse-mode . . . . . . . . . . . . . . . . . . . . . . . 5

2.2 Pros and Cons of Reverse-mode . . . . . . . . . . . . . . . . . . . . . . . . 6

2.3 Structured AD Techniques for Computing Gradients . . . . . . . . . . . . . 7

2.4 Time and Space for Structured AD . . . . . . . . . . . . . . . . . . . . . . 9

3 Monte Carlo Process for Portfolio Pricing 10

3.1 Evaluation of a Single Path . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3.2 Evaluation for p Paths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.3 Monte Carlo in a Flowchart View . . . . . . . . . . . . . . . . . . . . . . . 12

3.4 Two Structured Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.4.1 Composite Function . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.4.2 Generalized Partially Separable Function . . . . . . . . . . . . . . . 14

vi



4 Computing the Gradients of Monte Carlo process 16

4.1 Evaluation of dV
dx

Based on Composite Function’s Structure . . . . . . . . . 16

4.2 Evaluation of d̂P
dx

Based on GPS Function’s Structure . . . . . . . . . . . . 21

4.3 Minimizing The Memory Requirement . . . . . . . . . . . . . . . . . . . . 24

5 Numerical Results 26

5.1 Experiment Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

5.2 Test I - SAD v.s DAD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

5.3 Test II - SAD v.s SAD-PathOnly . . . . . . . . . . . . . . . . . . . . . . . 30

6 Conclusion 32

References 34

vii



List of Tables

5.1 Initial Inputs for Heston Model . . . . . . . . . . . . . . . . . . . . . . . . 27

5.2 Comparison of Memory and Time between Strcuture AD and Direct AD,
NSegments=252 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

5.3 Comparison of Memory and Time between SAD and SAD-PathOnly, NAs-
sets=10,000, NPaths=10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

viii



List of Figures

3.1 Monte Carlo Process for Portfolio Pricing . . . . . . . . . . . . . . . . . . . 12

3.2 Computational steps in flowchart format for composite function. (see Figure
3 in [5]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.3 Computational steps in flowchart format for generalized partical separable
function. (see Figure 4 in [5]) . . . . . . . . . . . . . . . . . . . . . . . . . 15

4.1 Ideal Running Time comparison between Strcutured AD and Direct AD . . 21

5.1 Comparions of Memory and Time for SAD and DAD: Topleft and Topright
graphs are the memory and time comparisons for NAssets=100 and NSeg-
ments=252 with different choices of NPaths; bottomleft and bottomright
graphs are the memory and time comparisons for NPaths=400 and NSeg-
ments=252 with different choices of NAssets. . . . . . . . . . . . . . . . . . 29

5.2 Comparions of Memory and Time for SAD and SAD-PathOnly: Left and
Right graphs are the memory and time comparisons for NAssets=10,000 and
NPaths=10 with different choices of NSegments. . . . . . . . . . . . . . . . 31

ix



Chapter 1

Introduction

In the field of scientific computing, we often need to calculate the partial derivatives. In
some cases, such as applying Newtons Method on a differentiable scalar-valued function, the
first partial derivatives are required. Another example is solving optimization problems
for non-linear regression; in this case repeated calculations of derivatives, i.e. Jacobian
matrices are required. Engineering applications normally depend on a variety of scientific
computing methods. In financial engineering, it is an important task to accurately and
efficiently compute partial derivatives.

One of the most popular applications for derivatives computation in financial engineer-
ing is the determination of “Greeks” for financial instruments to hedge. Derivatives are
used in order to measure the sensitivity to stock price, interest rates, or volatility. For
example, in Delta Hedging we need to compute the first derivative of option price with
respect to stock price; in Gamma Hedging we need to compute both first and second partial
derivatives. In these cases, Monte Carlo is often used to evaluate functions with stochastic
terms. With the rapid development of computing power, using Monte Carlo process to
perform a large amount of simulations is becoming increasingly popular. However, based
on the complexity of financial models and financial instruments, the computation of deriva-
tives in Monte Carlo settings can become an extremely expensive task, especially if the
usual finite-difference approach is taken.

In general, we need to consider two aspects of a computational task: time and space.
There are several approaches for the computation of partial derivatives, such as finite dif-
ferencing, symbolic differentiation, hand coding of the derivative functions, and automatic
differentiation (AD). Each of these approaches has its advantages and drawbacks. In the
early stages, AD was criticized on time cost and large space requirements. However, with
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recent technical advances AD has partially overcome these drawbacks and demonstrates
superior advantages over other methods on derivatives computation. Andreas Griewank,
Chris Bischof and their colleagues have contributed significantly into the recent develop-
ment of AD as a very practical tool for derivatives computation [1, 9, 8]. In the field of
scientific computing, AD is becoming an important method and attracting more interests
[11]. Coleman and Xu, designers and developers of ADMAT1, believe that AD can be the
best available technology for calculating partial derivatives in scientific computing [6].

1.1 Automatic Differentiation Background

The earliest form of AD is the straightforward implementation of chain rule, also known
as the forward-mode AD. On the other hand, reverse-mode AD was recognized by re-
searchers [14, 13, 2] for its time efficiency in computing gradients. The downside of using
reverse-mode, compared to forward-mode is the massive memory requirement to store the
computational “tape”. The “tape” refers to the space needed to save the entire computa-
tional graph, i.e. all intermediate variables of the computation to evaluate the function.
After the evaluation of objective function, reverse-mode uses the “tape” to roll back from
the end to the start to compute derivatives. When we are faced with a relatively large and
complex problem for gradients computation, the drawback of massive memory requirement
limits the usage of reverse-mode AD.

In order to overcome the memory disadvantage of reverse-mode AD, researchers have
used a computer science technique called “checkpointing” [10] to develop a structured
reverse-mode AD approach. Originally, for reverse-mode, we need to store the whole com-
putational “tape” of a differential function. Instead, we can set a finite number of check-
points in the computational graph and save necessary state information. After forward
evaluating the objective function, the checkpoints based computational “tape” allows us
to go backwards for computing the derivatives. This requires much less memory compare
to the entire computational “tape” stored by using direct reverse-mode. The computa-
tional time cost remains proportional to the theoretical time required by reverse-mode AD
without checkpoints. 2

1An AD toolbox developed in MATLAB environment, see [6] for details.
2Though some computational costs might occur due to overhead costs, the total cost for this method

is just a constant factor times the cost for evaluating the objective function.
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1.2 Monte Carlo with Automatic Differentiation

A Monte Carlo process is often used for function evaluations in financial engineering. It
simulates a large set of paths where each path starts with different randomized inputs.
Moreover, each path may be broken into a number of timesteps, or segments. The massive
amout of simulations, combined with possible complex financial models used, can result in
a large numerical problem. The problem we consider here is: how to efficiently compute
the gradient of a Monte Carlo function using AD.

In order to compute the gradients, one of the best tools to efficiently solve the problem
is reverse-mode AD. In [4, 3, 7], the reverse-mode AD was applied to compute Greeks in a
Monte Carlo setting. In 2009, Kaebe and Maruhn have used a reverse-mode AD method
to improve the efficiency of Monte Carlo based calibration of financial market models
[12], but they did not consider the potential drawback of massive memory requirement.
Generally, for a large numerical problem, the massive memory requirements created from
the computational “tape” cannot be ignored. For example, for a Monte Carlo process
with 104 paths and 102 timesteps, if we assume the space requirement for each timestep’s
evaluation to be 104 bytes then the total space requirement for using reverse-mode AD is
104 ∗102 ∗104 = 1010 bytes ≈ 9.31 gigabytes. Thus the space requirement can become very
expensive for Monte Carlo processes with many paths and timesteps. In practice, this may
result in exhaustion of available fast memory and slows down the computational efficiency.
In order to efficiently apply reverse-mode AD, works have shown that the application of
structured reverse-mode AD can be the right tool to solve this kind of issue. Xu, Chen,
and Coleman [15] have presented a structured reverse-mode AD approach to reduce the
memory requirement for computing gradients in several financial applications, including
Monte Carlo process. Their work was mainly focused on using the idea of “checkpointing”
to take advantage on memory saving when the number of paths of Monte Carlo process
gets large.

In practice, a Monte Carlo process can also involve a large number of segments (i.e.
timesteps) within each path. This can eventually create excessive memory issues as well.
In this essay, we focus on a Monte Carlo setting and demonstrate a structured reverse-mode
AD approach applied both on the evaluation of Monte Carlos paths and the evaluation of
each paths segments to efficiently calculate the gradients by further reducing the memory
requirement. This structured reverse-mode AD based on the application of the “check-
pointing” technique can transform this large numerical problem into a highly feasible one
with taking advantages of the special structured characteristics of the Monte Carlo pro-
cess. As a result, the significant savings on memory requirement provide us the feasibility
of using localized memory only and maintaining the advantage of time efficiency from

3



reverse-mode AD.

1.3 Overview of Paper

The remainder of this this essay is organized as follows, Chapter 2 introduces basic concepts
of forward-mode and reverse-mode AD methods with details on the analysis of intermedi-
ate variables and the formation of the extended Jacobian matrix. After the basics, we will
illustrate the idea of using structured reverse-mode AD method to reduce the space require-
ment. In Chapter 3, we will review the evaluation and gradients calculations of a Monte
Carlo process on a financial portfolio pricing, followed by Chapter 4 where we express the
detailed analysis and structured reverse-mode AD algorithms on computing gradients for
a Monte Carlo process. Numerical results are included in Chapter 5. We make time and
space comparisons for applying different reverse-mode AD methods. Experiments are per-
formed on computing gradients for the Monte Carlo process on Heston Model. The results
illustrate that the space are significant reduced and the time efficiency are more stable on
using the structured reverse-mode AD. Lastly, we give a general summary in Chapter 6.
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Chapter 2

Basics of Automatic Differentiation
and the Structure Idea

2.1 Forward-mode and Reverse-mode

The general idea behind AD is straightforward. Assume we have a differentiable mapping
z = F (x), F : Rn → Rm. If we want to evaluate F on a machine, it can always be
expressed as an ordered sequence of intermediate atomic operations1. Since the atomic
operations are in an ordered sequence, each of them is determined by inputs only from
the original input x or previous computed intermediate variables. Thus the evaluations of
these atomic operations and the calculation of their derivatives with respect to the inputs
are easy to compute. Based on these atomic functions and the application of chain rule,
we are able to obtain the extended Jacobian matrix JE of the mapping F with respect
to x and intermediate variables. Then we can compute the Jacobian matrix J of F with
respect to x from JE.

As introduced before, two kinds of AD method are applicable to obtain the Jacobian
matrix for the objective mapping F , the forward-mode AD and the reverse-mode AD.
Forward-mode AD is the simple idea of calculating the derivatives of each atomic operation
with respect to their inputs while computing each atomic operation. We can apply the
chain rule on the results of these derivatives and compute the Jacobian matrix of F .

Reverse-mode AD, in contrast, does not compute the derivatives while evaluating the

1We define an atomic operation as a simple function that takes unitary or binary inputs and only
performs basic mathematic operations, such as +,-,*,/,sin,cos,. . .

5



atomic operations. Instead, it stores the intermediate variables from evaluating atomic
operations on a computational “tape”. After finishing evaluating the value of F , it rolls
back from the end to the start of the “tape” and apply chain rule to obtain the Jacobian
matrix with respect to the initial inputs.

2.2 Pros and Cons of Reverse-mode

In some cases, it is more efficient to compute the Jacobian matrix J when reverse-mode
AD is used. Assume that for the differentiable mapping F , the time for evaluating F is
ω(F ) and the space requirement for evaluation is σ(F ). For forward-mode AD, the time for
evaluating the Jacobian matrix J is proportional to n ·ω(F ). In contrast, for reverse-mode
AD, the time needed for computing J is m · ω(F ). The difference in running time tells us
to simply apply forward-mode AD when n ≤ m and apply reverse-mode AD when n > m
if we do not consider other computational issues.

In this paper, we are mainly concerned on efficiently computing the gradients of a
Monte Carlo process. It is clear that for gradients, we have a scalar-valued objective
function f : Rn → R1, i.e. m = 1. Based on the previous discussions, if we denote
the time for evaluation of f is ω(f), then the time needed for computing the gradients is
proportional to n ·ω(f) for forward-mode AD and 1 ·ω(f) for reverse-mode AD. Thus there
is significant savings on computing time if we apply reverse-mode AD.

However, reverse-mode AD has its own drawbacks. Compared to forward-mode, reverse-
mode AD trades off space requirement for time efficiency. The forward-mode AD evaluates
the intermediate functions and their corresponding derivatives along the way. It only needs
space that is required for evaluation of the objective function F and for storing the Ja-
cobian matrix J , i.e. the space requirement for forward-mode is proportional to σ(F ).
On the other hand, in order to perform reverse order calculations, the reverse-mode AD
needs to store the matrix JE. This is the entire computational steps involved in evaluation
of F , thus the space requirement for reverse-mode is proportional to ω(F ). In general,
σ(F )� ω(F ) and it can be a big challenge to apply reverse-mode AD on a real machine.

How would the massive space requirement lead to the unfeasibility of using reverse-
mode? The answer relies on the saturation of fast memory. For example, if the number
of intermediate atomic operations is extremely large, we need to store the computational
“tape” on a machine’s memory. If the space requirement goes over the capacity of fast
memory, the machine needs to start accessing slow memory and this results in much longer
running time for the computation. When this happens, the running time in theory, as
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proportional to m · ω(F ), is no longer possible to achieve for applying direct reverse-mode
AD. In order to reduce the space requirement, we can apply the structured idea and
improve the feasibility of using reverse-mode AD. For clearer definitions in this paper, we
will denote the AD method of using the strcutured idea as structured reverse-mode AD
method and the direct application of reverse-mode AD as direct reverse-mode AD.

2.3 Structured AD Techniques for Computing Gradi-

ents

When faced with objective functions that exhibit structure in the following case, instead of
using direct reverse-mode AD method, we will take advantage of sparsity of the structure.
Since we are focusing on the structured approach on computing the gradients in this paper,
we will demonstrate the strcutured idea in the case of computing gradients. Assume we
have a scalar mapping f(x) : Rn → R1 and we can write its computation steps as the
following:

Solve for y1 : FE
1 (x, y1) ≡ F̃1(x)−M1 · y1 = 0

Solve for y2 : FE
2 (x, y1, y2) ≡ F̃2(x, y1)−M2 · y2 = 0

...

Solve for yp : FE
p (x, y1, y2, · · · , yp) ≡ F̃p(x, y1, y2, · · · , yp−1)−Mp · yp = 0

Solve for z : FE
p+1(x, y1, y2, · · · , yp+1) ≡ f̄(x, y1, y2, · · · , yp)− z = 0


. (2.1)

Here, we need all intermediate functions and the final scalar evaluation function to be
differentiable. Intermediate variables y1, .., yp are vectors of different lengths and matrices
M1, ...,Mp are non-singular. Then we can write its extended Jacobian in the form as:

JE =



J1
x −M1

J1
x J2

y1
−M2

...
...

. . . . . .
...

...
. . . . . .

Jp
x Jp

y1
Jp
y2

Jp
yp−1

−Mp

∇f̄T
x ∇f̄T

y1
∇f̄T

y2
· · · · · · ∇f̄T

yp


. (2.2)
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Furthermore, we can partition JE as:

JE =



J1
x −M1

J1
x J2

y1
−M2

...
...

. . . . . .
...

...
. . . . . .

Jp
x Jp

y1
Jp
y2

Jp
yp−1

−Mp

∇f̄T
x ∇f̄T

y1
∇f̄T

y2
· · · · · · ∇f̄T

yp


=

(
A L

∇f̄T
x ∇f̄T

y

)
. (2.3)

From the extended Jacobian and based on Schur-complement computation, we can
compute the gradients of objective function f , with respect to x as:

∇fT (x) = ∇f̄T
x −∇f̄T

y L
−1A. (2.4)

In [15], the idea is to first evaluate f(x) and save all intermediate variables y1, ..., yp
along the computation. Then we apply reverse-mode AD to f̄(x, y) to compute ∇f̄T

x and
∇f̄T

y . Interestingly, we do not need to compute the matrix L directly. Instead, we can use
reverse-mode AD step-by-step to finish the computation of the gradient.

To illustrate the approach in detail, [16] shows the method to compute vT = ∇f̄T
y L

−1A.
Here, lets define wT = (wT

1 , ..., w
T
p ) where LTw = ∇f̄y, or we can write it in the following

form:

−M1 (J2
y1

)T (J3
y1

)T . . . (Jp−1
y1

)T (Jp
y1

)T

−M2 (J3
y2

)T . . .
... (Jp

y2
)T

. . . . . .
...

...
−Mp−2 (Jp−1

yp−2
)T (Jp

yp−2
)T

−Mp−1 (Jp
yp−1

)T

−Mp





w1

w2

w3
...

wp−1

wp


=



∇f̄y1
∇f̄y2
∇f̄y3

...
∇f̄yp−1

∇f̄yp


(2.5)

Now we can compute vT as :

vT = ∇f̄TB−1A = wTA = wT
1 J

1
x + wT

2 J
2
x + · · ·+ wT

p−1J
p−1
x + wT

p J
p
x . (2.6)

Hence, in order to compute the gradients of f in equation (2.4) , we sum all these above
steps into the following structured reverse-mode AD algorithm:
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Algorithm 1 Structured Gradient Computation
1. Follow steps of i = 1, ..., p only in (2.1) to evaluate values of yi.
2. Follow step of i = p+ 1 in (2.1) to evaluate z and compute ∇f̄T

x and ∇f̄T
y

by using reverse-mode AD.
3. Use equation (2.5) and (2.6) to compute gradient:

(a) Set vi = 0, i = 1, ..., p,∇f = ∇f̄T
x ,

(b) For j = p, p− 1, ..., 1
• Solve Mjwj = ∇f̄yj − vj;
• Evaluate F̄j(x, y1, ..., yj−1) and use wT

j on reverse-mode AD to compute
wT

j · (J j
x, J

j
y1
, ..., J j

yj−1
).

• Set vTj = vTj + wT
j J

j
yi

for i = 1, ..., j − 1;

• Update ∇fT ← ∇fT + wT
j J

j
x;

2.4 Time and Space for Structured AD

By using Algorithm 1 for computing the gradient, we maintain a total running time being
proportional to ω(f).2 This means that the time cost for computing the gradient is similar
to using direct reverse-mode AD method. However, our space requirement has significantly
been reduced:

σ ≤ max{ω(F̃i), i = 1, ..., p, ω(f̄)}, (2.7)

which is much smaller compared to ω(f) if we use direct reverse-mode AD method.3

This reduction of space requirements is the key to improve the efficiency with respect to
gradients computation. Recall that in practice, we have limited fast memory. When direct
reverse-mode AD algorithms require to store a computational “tape” that is excessive than
our fast memory, this structured reverse-mode AD method is going to save the memory
requirement significantly and keep the algorithm running in fast memory without entering
into slow memory. Experiments results in Chapter 5 will show the details of the difference
on applying this structured approach and direct reverse-mode AD method.

2 In Algorithm 1, we need time proportional to
∑p

i=1 ω(F̃i) to evaulate yi, i = 1, ..., p in Step 1.
Similarly, Step 2 takes time proportional to ω(f̄). Lastly, in Step 3 we also need time proportional to∑p

i=1 ω(F̃i). Thus, our total work required to implement Algorithm 1 is proportional to ω(f) because∑p
i=1 ω(F̃i)ω(f̄) = ω(f).
3 In Algorithm 1, we need to apply reverse-mode AD in Step 2 and Step 3, which requires the storage

requirement proportional to ω(f̄) for Step 2 and σ ≤ max {ω(F̃i), i = 1, ..., p} for Step 3.
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Chapter 3

Monte Carlo Process for Portfolio
Pricing

With the recent advancement of computing power, Monte Carlo process is becoming ex-
tremely important in financial engineering. Particularly, it can be used to help estimate the
price of a portfolio that consists a large set of financial instruments. In general, a Monte
Carlo process for a financial portfolio pricing involves simulating different paths and dif-
ferent segments within each path. When the number of paths and number of segments
used for a Monte Carlo process are relatively large, the computational cost is significantly
increased. Though reverse-mode AD can be used for the the advantage on time savings on
computational cost, we must overcome the massive memory requirement. In this Chapter,
we will review the general procedure for pricing a financial portfolio by applying the Monte
Carlo process and relate its evaluations to two special structured functions. In Chapter 4,
we will then apply the structured reverse-mode AD based on these two special structured
functions to tackle the problem on computing its gradients.

3.1 Evaluation of a Single Path

In order to estimate the price of the portfolio at a future date, assume we need to perform
a Monte Carlo simulation that involves p paths and T segments within each path. We will
start the analysis with the evaluation of a single path.

Assume we have a portfolio that consists of l financial instruments, where l is an integer.
Then the a vector S, S ∈ Rl, can be used to represent the underlying assets’ values at
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maturity corresponding to these l instruments. Let’s denote V (S) as the portfolio’s payoff
of l financial instruments which is determined by the final simulated value vector S at
maturity. Since S is simulated from the start point with some initial inputs to maturity
with T segments, we can write S and V in the following formats:

S = g(x, Z). (3.1)

V (S) = V (g(x, Z)). (3.2)

We define g as the function that involves T segments to evaluate the value of S. Z ∈ RT

is vector of the random innovations for T segments and x is the input vector of initial
parameters, such as initial stock price, interest rate, initial volatility and so on. In Monte
Carlo, one path corresponds to a specific choice of initial start values for Z.

3.2 Evaluation for p Paths

Now we can start to look at the computational steps for evaluation of the final price of
the financial portfolio by using the results from all p paths. Assume the price of such a
financial portfolio is P .

P = E(V (S)) =

∫
V (g(x, Z))ρ(Z)dZ. (3.3)

This simply means that in theory our price should be equal to the expectation of the
payoff and it can be written in the integral form as above. ρ(Z) represents the probability
density function of Z and it is not dependent on the initial parameter x. Next, we take
the derivative of P with respect to x and apply basic calculus rules of interchanging the
integration order:

dP

dx
=

d

dx

∫
dV (g(x, Z))

dx
ρ(Z)dZ. (3.4)

Note that, this is what we call path-wise derivatives which can be helpful for us to
efficiently apply the structured Jacobian idea. We will express the details in Chapter 4.
Now we will sum the analysis of this section by putting these formations back into Monte
Carlo simulations. I.e, we will estimate the price P and the dP

dx
by using a Monte Carlo

process with number of p paths and T segements in each path.
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P̂ =
1

p

p∑
i=1

V (g(x, Zi)) ≡
1

p

p∑
i=1

P̂i. (3.5)

d̂P

dx
=

1

p

p∑
i=1

dV (g(x, Zi))

dx
. (3.6)

Where P̂ and d̂P
dx

are estimated values for P and dP
dx

from Monte Carlo process. Note

that P̂i and Zi ∈ RT are the estimated price and random innovation for path i = 1, ..., p.

3.3 Monte Carlo in a Flowchart View

Section 3.1 and 3.2 have expressed the details of Monte Carlo process on portfolio pricing.
Here, we will demonstrate a flowchart view of a complete Monte Carlo process. We start
with initial input x and for each path i, for i = 1, . . . , p, the functions [g̃i(x, Zi)]1, . . . , [g̃i(x, Zi)]T
are intermediate segments’ evaluations of gi(x, Zi). After T segments of evaluation on each
path, the estimated portfolio prices P̂i, for i = 1, . . . , p, are obtained. Thus the Monte
Carlo process can be illustrated as:

Input x [g̃i(x, Zi)]1

[g̃2(x, Z2)]1

[g̃1(x, Z1)]1

[g̃p(x, Zp)]1

[g̃i(x, Zi)]T

[g̃2(x, Z2)]T

[g̃1(x, Z1)]T

[g̃p(x, Zp)]T

gi(x, Zi) P̂i

g2(x, Z2) P̂2

g1(x, Z1) P̂1

gp(x, Zp) P̂p

P̂

Figure 3.1: Monte Carlo Process for Portfolio Pricing
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This flowchart can help us identify two speical functions that exhibit structure charac-
teristics.

3.4 Two Structured Functions

In Section 2.3, we have expressed the general case of computing gradients by using the
structured AD techinques. However, there are two special structured functions: the com-
posite function and generalized partially separable (GPS) function. These two functions
each involve an unique evaluation that is useful for us to simplify the application on the
strcutured reverse-mode AD method. We will express the details of the application in
Chapter 4. In the following subsections, we break down the complete evaluation of a
Monte Carlo process into these two structured functions.

3.4.1 Composite Function

In general, for a differentiable mapping F : Rn → Rm, we define F as a composite function
if F is highly recursive, or:

F (x) = F̄ (F̃E
T (F̃E

T−1(. . . (F̃
E
1 (x)) . . . ))), (3.7)

where F̃E
i , i = 1, . . . , T , and F̄ are vector mappings that represent intermediate evalua-

tions of F . Furthermore, if each intermediate function is not different from the others, i.e.
F̃E
i and F̃E

j are identical mappings for i, j = 1, . . . , T , this composite function F is also a
dynamic system. Figure (3.2) is a flowchart view of a composite function.

Composite Function

Input x F̃1 y1, J1 F̃T yT , JT F̄ z

Figure 3.2: Computational steps in flowchart format for composite function. (see Figure 3
in [5])
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From figure (3.2) and figure (3.1), it is clear that within each path of the Monte Carlo
process, the evaluation of each path’s price P̂i, for i = 1, . . . , T , is a composite function.
Within each path i, the intermediate mappings [g̃i(x, Zi)]1, . . . , [g̃i(x, Zi)]T are also identical
to each other.

They key advantage of identifying the evaluation of T segments within each Monte
Carlo’s path as a composite function is that we are able to use the speical simplified
calculation of derivatives. For a composite function F defined previously, the Jacobian
matrix J is a matrix product of all intermediate evaluations:

J = J̄ · J̃T · J̃T−1 · · · · · J̃1, (3.8)

where J̄ and J̃T , . . . , J̃1 are corresponding Jacobians of F̄ and F̃T , . . . , F̃1. This simpli-
fied computation of Jacobian can be applied on our gradients computation of Monte Carlo
process. We will express detailed analysis and form a complete algorithm in Chapter 4.

3.4.2 Generalized Partially Separable Function

Another special structured function is the generalized partially separable (GPS) function.
In general, for a differentiable mapping F : Rn → Rm, F is defined as a GPS function if:

Solve for yi : F̃i(x)− yi = 0, i = 1, . . . , p
Solve for F (x) : F̄ (y1, y2, · · · , yp)− F (x) = 0

}
, (3.9)

where F̃E
i , i = 1, . . . , p, and F̄ are vector mappings that represent intermediate evalua-

tions of F . Figure (3.3) is a flowchart view of a generalized partial separable function.

From figure (3.3) and figure (3.1), it is obvious that the evaluation of the final portfolio
price P̂ based on p estimated prices P̂1, . . . , P̂p is a generalized partially separable function.
The last step of mapping F̄ (y1, . . . , yp) is just a mean operation.

Though the GPS function exhibits a structure that is contrasting compared to the
composite function, it creates a very sparse extended Jacobian matrix. It is useful to
simplify the computation of the objective function F ’s Jacobian matrix J . In Chapter 4,
we will express the detailed analysis of the application of this structure characteristics.
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Generalized Partial Separable (GPS) Function

Input x F̃i yi, Ji

F̃2 y2, J2

F̃1 y1, J1

F̃p yp, Jp

F̄ z

Figure 3.3: Computational steps in flowchart format for generalized partical separable
function. (see Figure 4 in [5])
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Chapter 4

Computing the Gradients of Monte
Carlo process

This Chapter expresses the details for using structured reverse-mode AD approach to solve
for the gradients of Monte Carlo process. This approach involves two sections:

•We focus on an individual path of the Monte Carlo method. For segments evaluation
on each Monte Carlo path, we can use the strcuture characteristics of composite function
to compute the gradients for this path, i.e. the value of dV

dx
in equation (3.6).

• We focus on the evaluation of the estimate of portfolio’s price P , i.e. the mean
operation of P̂1, . . . , P̂p. We will use the results of dV

dx
from each path and apply the

characteristics of the structure from the GPS function to compute the objective function

f ’s gradients d̂P
dx

.

4.1 Evaluation of dV
dx Based on Composite Function’s

Structure

Recall that we assume for each Monte Carlo path, we take a total number of T segments.
As discussed earlier, reverse-mode AD can be applied on gradients calculation due to the
saving on computational time compared to forward-mode AD. However, applying direct-
reverse mode AD require space to store the entire computational “tape” . In this case, the
computation of the gradients for each path could become expensive in space requirement
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when the number of segments T is large. In fact, cases with a large number of T are often
observed in practice.

Here, we express a more efficient approach than the direct reverse-mode AD for gradient
computation on each path, by taking advantage of the structure characteristics of Monte
Carlos segments evaluation.

For each single path, the evaluation function for Monte Carlo can be defined as f(x) :
Rn → R1. The goal is to compute the gradients of f with respect to x. We can denote the
intermediate variable evaluated at each segment i as F̃i. We start with initial parameters
x to evaluate the variable yi at time step i = 1. After that, we go on to the next time step
to calculate the variable based on the previous time step, until i = T . The final evaluation
for calculating z is determined by x and all intermediate variables. Hence from the general
form (2.1), we can form the following simplified computational graph for f :

Solve for y1 : F̃1(x)− y1 = 0

Solve for y2 : F̃2(y1)− y2 = 0
...

Solve for yT : F̃T (yT−1)− yT = 0
Solve for z : f̄(x, y1, y2, · · · , yT )− z = 0


. (4.1)

This is a composite function that is highly recursive. Refer to figure (3.2) for the
flowchart format of the computational steps for a composite function. For such a composite
function, each intermediate variable yi only depends on yi−1 for i = 1, ..., T .1 Based on the
extended Jacobian formation in (2.3), we can write down JE of (4.1) as:

JE =



J1
x −I
0 J2

y1
−I

... 0
. . . . . .

...
...

. . . . . . . . .

0 0 · · · 0 JT
yT−1

−I
∇f̄T

x ∇f̄T
y1
∇f̄T

y2
· · · · · · ∇f̄T

yT


=

(
A L

∇f̄T
x ∇f̄T

y

)
. (4.2)

This extended Jacobian matrix demonstrates sparse features that can be used for faster
gradient computation. We divide the matrix into four sub matrices A,L,∇f̄T

x ,∇f̄T
y . It is

1Assume that we denote y0 = x.
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clear that calculations for are straightforward. From the extended Jacobian above, we can
calculate the gradients of objective function f , with respect to x as:

∇fT (x) = ∇f̄T
x −∇f̄T

y L
−1A = ∇f̄T

x − [∇f̄T
y L

−1]A. (4.3)

Here, we need to compute vT = ∇f̄T
y L

−1A. We apply reverse mode techniques and
define wT = (wT

1 , ..., w
T
T ) where LTw = ∇f̄y, or write it in the following form:



−I (J2
y1

)T 0 . . . . . . 0

−I (J3
y2

)T
. . .

...
. . . . . . . . .

...
−I (JT−1

yT−2
)T 0

−I (JT
yT−1

)T

−I





w1

w2

w3
...

wT−1

wT


=



∇f̄y1
∇f̄y2
∇f̄y3

...
∇f̄yT−1

∇f̄yT


(4.4)

This is the advantage of applying reverse mode AD algorithm since there is no need
for us to actually compute the matrix L. Instead, we can directly compute the value of
(∇f̄T

y L
−1), i.e. the value of wT . In order to solve for wT , we will need to solve (4.4).

However, the function f(x) : Rn → R1 is a composite function and we know that the
evaluation functions at all the segments from i = 1 to i = T are the same, i.e. it is a
dynamic system. Thus we can use structured reverse-mode AD method to take advantage
of this feature and make improvements on space requirement. During our evaluation,
instead of saving the whole computational “tape” , we use the idea of checkpoingting and
only store the intermediate variables, i.e. yi for i = 1, ..., T . When we apply reverse-mode
AD, at time step i, we will be able to regenerate the ith evaluation function: F̃i by the
stored variables. This can be done because the ith evaluation function depends only on the
previous segments variable yi−1. After solving for wT , then we can compute the gradients
by the following simplified calculation:

∇fT (x) = ∇f̄T
x − (∇f̄T

y L
−1)A = ∇f̄T

x − wT
1 · J1

x . (4.5)

Next, we can put everything together and express the following as the summary of our
algorithm:
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Algorithm 2 Structured Gradient Computation for a Composite Function
1. Follow steps of i = 1, ..., T only in (4.1) to evaluate values of yi.
2. Follow step of i = T + 1 in (4.1) to evaluate z and compute ∇f̄T

x and ∇f̄T
y

by using reverse-mode AD.
3. Use equation (4.4) and (4.5) to compute gradient:

(a) Set vi = 0, i = 1, ..., p,∇f = ∇f̄T
x ,

(b) For j = T, T − 1, ..., 1
• Solve wj = ∇f̄yj − vj;
• Evaluate F̄j(yj−1) and use wT

j on reverse-mode AD to compute
wT

j J
j
yj−1

.

• Set vTj = vTj + wT
j J

j
yi

for i = j − 1;
(c) Update ∇fT ← ∇fT + wT

1 J
1
x;

From the Algorithm 2, we see that we need to first evaluate the function f(x) in Step 1
and Step 2, then go back wards from i = T to the initial step i = 1. If we assume the time
for evaluation of f(x) is ω(f), then the computing time for using this structured reverse-
mode AD method is close to 2 ·ω(f), i.e. proportional to ω(f). Recall f(x) : Rn → R1, by
using forward mode AD, we need computing time proportional to n ·ω(f). Hence compare
to forward-mode AD, we have significant savings on computing time.

Also, our structured reverse-mode AD approach can further reduce the space require-
ment compared to direct reverse-mode AD. In general, from (2.7), the space requirement
for using this structured approach is:

σs ≤ max{ω(F̃i), i = 1, ..., T, ω(f̄)}. (4.6)

If we just apply direct reverse-mode for the algorithm, we will have:

σd =
T∑
i=1

ω(F̃i) + ω(f̄) = ω(f). (4.7)

This means that in direct reverse-mode AD, we need to store the whole computational
graph, which is much larger than only storing the necessary information at checkpoints
only. Due to the fact that each segment’s evaluation is the same, this checkpointing idea of
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only storing necessary information at each segment without saving the whole computational
procedures provides us a significant advantage on space saving, normally we have:

Direct σd � Structured σs (4.8)

Here, we also provide a simple numerical example to demonstrate how large the dif-
ference could be. Assume the time step T we use for this Monte Carlo path is 252 (a
year), space requirements for each intermediate variables evaluation are: ω(F̃i) = 1024, i =
1, ..., T , and also assume ω(f̄) = 1024. Then applying structured reverse mode AD results
in space requirement: σs = max{ω(F̃i), i = 1, ..., T} = 1024, which is significantly less
than direct reverse mode AD: σd =

∑T
i=1 ω(Fi) + ω(f̄) = 1024 ∗ 252 + 1024 = 259072.

This means that just for a single Monte Carlo path, the direct reverse-mode AD needs 253
times of the space requirements compared to our strcutured reverse-mode AD method!

As discussed in Chapter 2, the other advantage is that, this approach would improve
on computational time. The larger the time step T is, the more efficiency we would gain.
In practice, this saving on space would allow us to stay longer before we run out of fast
memory. The direct reverse-mode would easily results in saturation on fast memory and
starting to use slow memory for computation. Since fast memory is normally at least 10
times faster than slow memory, our structured reverse-mode AD approach would gain more
advantage on efficiency when this happens. Figure (4.1) is an ideal graph to demonstrate
this relationship between running time for two AD methods.2

Based on the graph demonstration, when ω(f) increases, structured reverse-mode AD
would be much more efficient compare to direct reverse-mode AD.

2Note that SAD stands for structured AD and DAD stands for direct AD. In this ideal graph, the
SAD’s running time is more than DAD before DAD runs out of fast memory. However, the running time
shoots off for both methods when fast memory runs out, but SAD stays longer before running out of fast
memory
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Figure 4.1: Ideal Running Time comparison between Strcutured AD and Direct AD

4.2 Evaluation of d̂P
dx Based on GPS Function’s Struc-

ture

In Monte Carlo simulation, after evaluating different paths, we need to generate the final
output by performing the mean operation of the results from all paths, i.e. P̂ = 1

p

∑p
i=1 P̂i.

From Section 4.1, we showed an efficient algorithm to compute the gradient dV
dx

for each
path. In this Section, we will use the result of dV

dx
and express another similar structured

reverse-mode AD algorithm for computing the gradients d̂P
dx

of the our Monte Carlo’s
objective function f . This would again, result in gaining on efficiency and reducing space
compare to direct reverse-mode AD.

Assume that the Monte Carlos estimate computation is a mapping defined as: f : Rn →
R1 and we have p different paths. We know that each path of Monte Carlo simulation is
independent of other paths, and the final computation for step p+ 1 is directly depended

21



on simulated values of all paths. These two features imply that each intermediate function
FE
i only depends on x and yi for i = 1, . . . , p, and the last function FE

p+1 depends on z and
y1, . . . , yp. Thus we can simplify the general computational graph (2.1) into the following:

Solve for y1 : F̃1(x)− y1 = 0

Solve for y2 : F̃2(x)− y2 = 0
...

Solve for yp : F̃p(x)− yp = 0
Solve for z : f̄(y1, y2, · · · , yp)− z = 0


. (4.9)

Refer to figure (3.3), it is clear that this evalaution is a generalized partially separable
function. Next, we will explore the sparse features in its extended Jacobian matrix. From
the general Jacobian matrix expression (2.3), the corresponding JE for the computational
graph above is:

JE =



J1
x −I
J2
x 0 −I
... 0

. . . . . .
...

...
. . . . . . . . .

Jp
x 0 · · · 0 0 −I
0 ∇f̄T

y1
∇f̄T

y2
· · · · · · ∇f̄T

yp


=

(
A L

∇f̄T
x ∇f̄T

y

)
. (4.10)

Similar to Section 4.1, the extended Jaciobian matrix here indicates sparse features as
well. Due to the characteristics of Jacobian matrix of a GPS function, we have submatrix
L being a negative identity matrix. Hence, by applying Schur-complement computation,
we can obtain the gradient by:

∇fT (x) = ∇f̄T
x − (∇f̄T

y L
−1)A = −(∇f̄T

y L
−1)A (4.11)

It is clear that the calculation of matrix ∇f̄T
y is straightforward by using the revese-

mode AD after evaluating z. Also, we need to compute vT = ∇f̄T
y L

−1A. Similar to Section
4.1, we apply reverse-mode techniques and define wT = (wT

1 , ..., w
T
p ) where LTw = ∇f̄y, or

write it in the following form:
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−I 0 0 . . . . . . 0

−I 0
. . .

...
. . . . . . . . .

...
−I 0 0

−I 0
−I





w1

w2

w3
...

wp−1

wp


=



∇f̄y1
∇f̄y2
∇f̄y3

...
∇f̄yp−1

∇f̄yp


(4.12)

The advantage of dealing with a GPS function is that we do not need to compute the
matrix L at all. The value of (∇f̄T

y L
−1), i.e. the value of wT can be solved directly from

(4.12) in the following way:

wT = −∇f̄T
y (4.13)

Thus our gradient compuation from (4.11) is further simplified as:

∇fT (x) = −(∇f̄T
y L

−1)A = −wTA = ∇f̄T
y1
· J1

x +∇f̄T
y1
· J1

x + · · ·+∇f̄T
y1
· Jp

x (4.14)

Note that the values of J i
x, for i = 1, . . . , p are derivatives of the F̃i with respect to

initial input x, this is exactly the results we get by applying Algorithm 2 on each path
i. Though we can use direct remove-mode AD to calculate the above equation, the space
requirement for computing J i

x, . . . , J
p
x could be very expensive with direct reverse-mode

AD when the number of segments T for each path is large. Thus we will use Algorithm 2,
the structured reverse-mode AD method to compute J i

x, . . . , J
p
x .

Next, we can put all these steps in Section 4.2 together as Algorithm 3 for the gradients
computation:

Algorithm 3 Structured Gradient Computation for a GPS Function
1. Follow steps of i = 1, ..., p only in (4.9) to evaluate values of yi.
2. Follow step of i = p+ 1 in (4.9) to evaluate z and compute wT

i = ∇f̄T
yi

,
for i = 1, . . . , p by using reverse-mode AD.

3. Use equation (4.12) and (4.13) to compute gradient:
(a) Set vi = 0, i = 1, ..., p,∇f = 0,
(b) For j = p, p− 1, ..., 1
• Evaluate F̄j(x, yj) and use Algorithm 2 to compute vTj = wT

j · J j
x

(c) Update ∇fT ← vT1 + vT2 + · · ·+ vTp ;
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Note that in Step 3(b) of Algorithm 3, we can use direct reverse-mode to compute
vTj , for j = p, . . . , 1, if T is relatively small or we do not worry about the space issues for
computing J1

x , . . . , J
p
x . We will demonstrate detailed comparisons between using Algorithm

3 and this modified version in Chapter 5.

Next, lets take a look at the saving on time and space by applying Algorithm 3.

Assume the time to evaluate the function f(x) is ω(f), then applying reverse-mode AD
will result in the same time needed for the functions evaluation, which is ω(f). This is the
same for direct reverse-mode AD and our structured reverse-mode AD.

Similar as Section 4.1, from (2.7), our structured approach in Algorithm 3 will result
in required space as:

σs ≤ max{ω(F̃i), i = 1, ..., p, ω(f̄)}. (4.15)

Compare to applying direct reverse-mode, we will have:

σd =

p∑
i=1

ω(F̃i) + ω(f̄) = ω(f). (4.16)

The sum for the space requirement of the intermediate steps is always larger than the
max of them. When p gets larger, the max value will be much smaller than the sum. Hence,
our structured AD approach is significantly reducing the amount of memory needed for
storing the computational tape, especially for large p values, i.e.:

Direct σd � Structured σs (4.17)

4.3 Minimizing The Memory Requirement

The application of Algorithm 2 in Step 3(b) of Algorithm 3 can help us put the space
analysis of (4.6) into equation (4.15) and further reduces the space requirement in equa-
tion (4.15). Recall that our Monte Carlo process for a portfolio pricing is defined as a
differentiable mapping f : Rn → R1. It involves p paths and T segments within each path.
Then our full breakdown of the space requirement (4.15) is:
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σs ≤ max{ω(F̃i), i = 1, ..., p, ω(f̄)}. (4.18)

ω(F̃i) ≤ max{ω(F̃ij), j = 1, ..., T, ω(f̄i)}, i = 1, ..., p. (4.19)

Here, ω(F̃ij), j = 1, ..., T , and ω(f̄i) are corresponding intermediate segments’ evalua-
tions for each path i. Putting (4.18) and (4.19) together, compare to direct reverse-mode
AD method, this approach would reduce our space requirement in two dimensions, first on
the level of GPS function evaluations on p paths and secondly on the compostie function
evaluations on T segments. In principle, the ratio of space requirement between applying
direct reverse-mode AD and this structured reverse-mode AD can be as large as (p∗T ) : 1,
i.e. the larger p and T are, the more space we can save..

In practice, we are more confident to apply this structured reverse-mode AD method
on computing gradients for a Monte Carlo process because we can keep the algorithm
running on fast memory. In Chapter 5, we will show some numerical results on the gain
on efficiency for applying this approach compared to direct reverse-mode AD.
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Chapter 5

Numerical Results

In this section, we express the numerical comparisons for using different AD methods on
gradients computation of a Monte Carlo process. In order to keep the experiments results
consistent, all experiments are performed on a computer with RAM of 4G, AMD CPU
2.90Ghz, 512GB hard drive. We use Matlab 2015b under Windows 7 Professional and the
AD toolbox ADMAT 2.0 [6].

5.1 Experiment Design

The experiments are based on the Heston Model for option pricing. This simple model
includes evolutions on both the volatility and the price of an underlying asset, denoted
correspondingly as v and S. The stochastic process can be written in the discretized form
as:

∆Sj
i = µSj

i−1∆t+
√
vji−1S

j
i−1∆W

Sj

i−1 (5.1)

∆vji = κ(θ − vji−1)∆t+ ζ
√
vji−1∆W

vj

i−1 (5.2)

Here, µ is the risk free rate and θ is the average variance in the long run. Equation
(5.2) has the property that the volatility v will revert to the mean variance θ with a rate κ,
and ζ is the volatility of volatility v. Lastly, the W Sj

i−1 and W vj

i−1 are two Wiener processes
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with correlation ρ. For simplicity, we choose European call option as our payoff function,
i.e. payoff = max(S −K, 0).

The initial parameters we chose as the input are included in the following table1:

Initial Inputs for Heston Model
S0 abs(randn(NAssets,1)) a vector of positive random initial stock prices
µ 0.005 risk free rate
v0 0.05 a vector of intial volatility
θ 0.05 mean-reverting volatility
κ 0.1 rate of reverting
ζ 0.025 volatility of volatility
K mean(S0) strike price as the average of all S0 prices
ρ 0.5 correlation of Wiener Process

Table 5.1: Initial Inputs for Heston Model

Other than these shown above, we also have three variables: NAssets (number of assets
in the portfolio), NPaths (number of simulations for Monte Carlo process), and NSegments
(number of timesteps in each simulation). These are the chosen accordingly to set the
complexity of gradients computation for the Monte Carlo process. The computation of
reverse-mode AD from ADMAT 2.0 requires to store a computational tape. When the
RAM of 4GB is running out on the computer, the computational tape has to be stored
in the hard drive. The usage of hard drive in this case is the cause for an unefficiency
computation. The purpose of our experiments is to show how this situation can affect the
running time and make comparisons between different AD methods. We will express two
comparison tests in the following sections.

5.2 Test I - SAD v.s DAD

First is the comparison between structured reverse-mode AD (denoted as SAD) method
versus the direct reverse-mode AD (denoted as DAD) method where we keep the NSegments
as 252 days (1 year) fixed and change the number of NAssets and NPaths. This way,

1In the initial inputs table, ’abs(randn(NAssets,1))’ is a Matlab command to generate a vector of size
NAssets ∗ 1 with positive random numbers, ’mean(S0)’ is a Matlab command to take the mean of the
vector S0.
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the computational “tape” would need much more memory requirement for DAD method
than the SAD method when NAssets and NPaths are large. As discussed in Chapter
4, the application of structured reverse-mode AD method on the GPS and composite
function structures, i.e. the evaluations on paths and segments, of the Monte Carlo process
can significantly reduce our memory requirement. The running time should not be much
different for two methods when we have enough fast memory to store the computational
tape. When the fast memory is saturated for the DAD method, the running time would
shoot up rapidly. In contrast, when this happens, the SAD method can still perform within
the fast memory and keep its running time much lower than the DAD method. Hence,
SAD would show a great advantage on time and space efficiency when the algorithm runs
out of fast memory.

Table 5.2: Comparison of Memory and Time between Strcuture AD and Direct AD, NSeg-
ments=252

In fact, the results we got are in agreement with our analysis. From the summary in
table (5.2)2, it is clear that when the memory requirement is much smaller than our RAMs
size, DAD outperforms SAD in running time. This is due to the overhead cost of applying
SAD method. The ratio is in the range of 0.14 to 0.20, which means DAD is on average
5 or 6 times faster than SAD. However, we can see that when the number of NAssets or
NPaths become large enough, the relatively large size of memory demand for DAD slows

2Ratio in the tables represents the memory/time of DAD divided by memory/time of SAD.
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down its performance and significantly drives up the running time. In the meantime, the
running time for SAD keeps increasing in a linear level. In figure (5.1) we have the plot
summaries to express the comparisons in memory and time.

Figure 5.1: Comparions of Memory and Time for SAD and DAD: Topleft and Topright
graphs are the memory and time comparisons for NAssets=100 and NSegments=252 with
different choices of NPaths; bottomleft and bottomright graphs are the memory and time
comparisons for NPaths=400 and NSegments=252 with different choices of NAssets.

These are experiments performed on a personal computer. In practice, we often are
faced with a much larger number of simulations on a Monte Carlo process, which means
the computational tape would be much larger than the results shown here. Hence, we can
expect the time ratio to grow even much faster and expect the advantages of using SAD
become much more significant in reality.
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5.3 Test II - SAD v.s SAD-PathOnly

On the other hand, we conducted a second experiment for a comparison between two SAD
methods. For simplicity, we make the following definitions. First, we denote SAD as
the structured AD method we described earlier in this paper that applies structured AD
idea on the evaluation of both paths and segments. Secondly, we denote SAD-PathOnly
method as the structured AD method that only applies the second part of section four, i.e.
SAD-PathOnly method only uses the structured AD idea on paths and applies direct AD
on each paths evaluation. In this way, the SAD method applies the structured advantages
on both the GPS and composite functions, i.e. the evaluations on paths and segments,
while the SAD-PathOnly method only applies on the GPS functions. The main reason
for conducting this comparison is that we have overhead cost in using SAD on both the
evaluations of segments and paths. If the SAD-PathOnly method is efficient enough for
the purpose of space saving, we might not need to apply the structured advantages on
the segments level. It is only efficient to do so when we are faced a Monte Carlo process
performed with a large number of segments. In that case, the computational tape needs
to be reduced by using the full SAD method in order to keep the algorithm running within
fast memory.

In theory, the SADs running time would outperform SAD-PathOnly method when the
computational tape is relatively much larger for the latter method. In order to achieve
this difference, we designed the experiment in the following way. The NAssets are fixed
at 10,000 and NPaths are fixed at 10.3 For different tests, we gradually increase the
NSegments so that the computational tape will grow for the SAD-PathOnly method but
not for the SAD method.

The table (5.3)4 shows the results of this experiment. As expected, the memory for
the SAD stays the same but increases for SAD-PathOnly method when we the NSegments
get large. Again, due to some overhead costs, SAD underperforms SAD-PathOnly method
when memory requirement is low. On average, SAD-PathOnly takes only 0.51 to 0.79 of
the running time of SAD method if fast memory is not an issue. However, the running
time for SAD-PathOnly method shoots up rapidly when we run out of fast memory while
SAD method still keeps increasing in a relatively slow linear level. Figure (5.2) shows the
details of the plot summary on space and time efficiency of these two methods.

3though it is be too small to be used in practice, we use it because of its suitability for the SAD-PathOnly
method can run out of fast memory on the testing machine

4Ratio in the tables represents the memory/time of SAD-PathOnly divided by memory/time of SAD.
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Table 5.3: Comparison of Memory and Time between SAD and SAD-PathOnly, NAs-
sets=10,000, NPaths=10

Figure 5.2: Comparions of Memory and Time for SAD and SAD-PathOnly: Left and Right
graphs are the memory and time comparisons for NAssets=10,000 and NPaths=10 with
different choices of NSegments.
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Chapter 6

Conclusion

In a variety of fields that involve scientific computing, using Automatic Differentiation
methods to efficiently solve for the derivatives can be a powerful tool. Reverse-mode AD
in particular can be used if the goal is to solve for the gradients of a scalar mapping. The
gradients can be solved in time proportional to that required to evaluate the objective
function. In practice, this advantage has attracted lots of interests in using reverse-mode
AD method. However, using reverse-mode AD requires to store the computational “tape”
that can be significantly massive and cause negative impacts on the running time. For a
Monte Carlo process, when the intermediate evaluations of the objective function become
complex, eventually the memory requirement would be more than the fast memory’s ca-
pacity. In this case, the access of second or slow memory can slow down the efficiency of
reverse-mode AD methods dramatically.

With the idea of “checkpointing” , we are able to store only necessary information at
certain states/checkpoints. The key of applying this idea is to recognize the characteristics
of structure for the objective function. Through the analysis of the intermediate evaluations
of a Monte Carlo process, we have expressed two important structures, the GPS function
and the composite function. The simplified structured reverse-mode AD approach proposed
can be applied based on these two structures. As a result, it reduces our computational
“tape” compared to direct reverse-mode AD. The saving on memory requirement allows
the algorithm to keep running on fast memory only and ensures the efficiency advantage
for using reverse-mode AD method.

In practice, a Monte Carlo process can be more complex than the one considered in
this paper. For example, a second level of Monte Carlo process might be involved within
the original Monte Carlo process, often denoted as a nested Monte Carlo process. For such
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a nested problem, it is still feasible to use the logic proposed in this paper to analyze the
intermediate evaluations of the objective function. The special structures of GPS function
and composite function can be applied again to further reduce the memory requirement.
However, as illustrated in Chapter 5, due to the existence of the overhead cost for using
structured reverse-mode AD, the best situation for using structured reverse-mode AD is
when we are facing issues on running out of fast memory.

The numerical results expressed in this paper are performed based on a relatively simple
model and do not take large numbers of paths or segments, i.e. the number of paths can
be as large as 10,000 to 100,000. In practice, for complex or nested Monte Carlo processes
that involves massive intermediate operations, it is normal to have an excessive memory
requirement that is larger than the RAM size of a standard computer. Thus it is reasonable
to believe that the application of structure reverse-mode AD can be widely used in Monte
Carlo processes within the finance industry.
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