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Abstract

Fluid dynamics is a very diverse field with its applications in all aspects of our lives
from natural phenomenon to cutting edge technology we use. For solving a particular fluid
flow problem, we often use computational models to simulate the fluid flow by discretizing
the governing equations over its domain. In this work we are dealing with Newtonian
fluids, so we derive the governing equation for our problem from standard Navier-Stokes
equations. We are particularly interested in thin film flows, especially when thin layer of
fluid is flowing under the influence of gravity on an inclined surface. We propose a fluid
solver that simulates steady state flow of an instance of thin film flows such that a thin
film of water flowing down an incline. We solve this problem as a two-phase flow problem
in order to model the influence of air on the thin film flow. One of the primary issue with
two-phase flows is how to capture the interface between two fluids, and to do this we use
level set method. Once we have our computational model, we compare the findings with
theoretical results to validate our model.
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Chapter 1

Introduction

The phenomenon of thin film flow is ubiquitous in nature and technologies and therefore
it is vital to comprehend the mechanics behind it. Thin films are known to render a
multitude of dynamic behaviour such as periodic waves, shock formation, and chaotic
structures etc., which has attracted a lot of attention from the research community from
theoretical standpoint as well technological applications. Recently there have been a lot
of interest in microfluidics and nanofluidics [6],[7] which require computations pertaining
to thin film flows. Reynolds was first to investigate the thin film flows in the form of
lubrication flows in the 19th century [20].

Typically a thin film flow constitutes a very thin layer of denser liquid partially bounded
by a solid substrate and a free surface where the liquid is in contact with another fluid
usually a gas or a rarer fluid. In most cases, the thickness, H in the vertical direction
is much smaller than the characteristic length, L, in the other direction. For example a
thin flow flowing on a very large surface of length L under the influence of gravity and the
thickness of fluid layer is H (H � L). Typically, the magnitude of the velocity field in
directions perpendicular to the solid surface is much smaller than the flow velocity along
the surface. The most common approach in literature to model such flows is through
the momentum equations known as the Navier-Stokes equations when fluids involved are
Newtonian.

The major applications of thin film flow have been in engineering applications for
instance distillation units and condensers [9], other applications include gravity currents
[12], snow avalanches [1], lava flows [2], and in biological settings such as lung airways [8]
etc.
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Figure 1.1: Configuration of a thin film flow down an incline in steady state

1.1 Problem Description

In our thin film flow problem we consider laminar flow of a thin fluid film driven by gravita-
tion flowing down an incline. The primary goal is to investigate velocity field and pressure
in steady state and to compare them to theoretical results. This will validate the two
phase flow solver implemented using level set method for a thin film flow down an in-
cline. Since the flow is shallow, the Navier-Stokes equations are approximated/ simplified.
For accurately representing a steady thin film flow, the applied mathematical model must
include the relevant physical factors and should also have high degree of complexity essen-
tial to capture the spatiotemporal coupling. But the governing equations can be further
simplified through valid physical justifications of the phenomenon leading to more precise
mathematical model. A very widely used approach is that the space dimensionality of the
problem is reduced by assuming shallowness of the flow and forcing a depth integration of
the governing equations.

The flow profile under investigation is not given any perturbation initially, as velocity
field and pressure are set at zero level. Instead the fluid is allowed to flow in the presence
of gravity due to inclination. The nature of the u,v, and p at the steady state is to be
investigated and that is the goal of this research. In the Figure 1.1 we have represented
this scenario where β is the angle of inclination, g is the gravity acting upon the flow, u,v
and p are horizontal velocity field, vertical velocity field and pressure, respectively. h(x, t)
represents the interface which varies with time but since we are interested in steady state
flow, there shouldn’t be any movement in interface and this will be verified in the results
section.
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1.2 Fluid Interface

Dynamic and free boundaries have garnered tremendous focus from the research community
in multi-phase fluid simulation. Scientists are not only interested in mass and momentum
transportation of the flow, but they consider it to be vital for fluid flow problem to locate
the sharp interfaces between the components of fluids and track their evolution in time.
By definition, an interface is an implicit surface that separates two or more fluids in the
case of multi-fluid mixture. In order to effectively track the dynamic behaviour of these
interfaces, specially crafted algorithms are required.

The technique called Interface tracking is developed to tackle this challenge, which
is in fact a visualization technique that allows for the identification and tracing of the
dynamics of fluid. This technique has been proven successful in the fields as varied as
biology, nanotechnology, chemical engineering, computer graphics, combustion etc. In
the literature, three principal methodologies are adopted for multi-fluid mixture interface
tracking known as front tracking method, volume of fluid method, and level set method.

Front Tracking Method [28, 25, 4] advects the marked interface from an initial con-
figuration and keeps the topology of the interface during the simulation. Therefore, this
method is limited to topological changes in multiphase-fluid, such as merging or breaking
of droplets. Thus we will not include it in our discussion.

Volume of Fluid Methods [10] is one of best established interface volume tracking
method currently in use [11, 19]. As name indicated, it keeps track of the volume of
each fluid phase with a sub-volume. This method is therefore based on subcells or sub-
volumes, and one tracks the volume percentage that one type of fluid takes up a sub volume
cell.

Level Set Method was first proposed by Osher and Sethian [17]. The interface is defined
as the zero set of isosurface of the given scalar field [18]. Sethian [22] incorporated the
level set method into fluid simulation. It is vital to maintain the geometrical description
of the surface as smooth as possible and to do this a strategy was proposed by Enright
et. al. [5] where they integrated Lagrangian marker particles with level set method. The
main drawback of the level set method is that the material volume is not well preserved
over time as explained in [14].

In our problem we employed level set method for interface tracking which will be dis-
cussed in Chapter 2.
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Chapter 2

Governing Equations

2.1 Equations for Flow Down an Incline

Again consider the two dimensional (2-D) laminar flow of a viscous incompressible fluid
down an incline as shown in Figure 1.1. The governing Navier-Stokes and Continuity
equations are [19]:

Continuity Equation
∂u

∂x
+
∂v

∂y
= 0, (2.1)

u-momentum equation:

∂u

∂t
+ u

∂u

∂x
+ u

∂u

∂y
= −1

ρ

∂p

∂x
+ g sin β + ν

(
∂2u

∂x2
+
∂2u

∂y2

)
, (2.2)

v-momentum equation:

∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y
= −1

ρ

∂p

∂y
− g cos β + ν

(
∂2v

∂x2
+
∂2v

∂y2

)
. (2.3)

In the flow governing equations above u and v represent horizontal and vertical velocity
fields, p represent pressure, g is gravity, β is the angle of inclination of the incline and ν
is the kinematic viscosity. For steady fully developed flow which is uniform in x direction,
u = u(y) (since there is no variation of u with x), and v = 0 (since there is no vertical

4



velocity in fluid at the steady state). Then (2.1) is automatically satisfied while (2.2) and
(2.3) reduce to:

0 = g sin β + ν
∂2u

∂y2
, (2.4)

0 = −1

ρ

∂p

∂y
− g cos β. (2.5)

Let H be the thickness of fluid layer as shown in Figure 1.1 The solution satisfying

no-slip and zero stress at the fluid-air interface [u = 0 at z = 0,
∂u

∂y
= 0 at y = H and

p = 0at y = H] is:

u(y) =
g

2ν
sin β(2Hy − y2), (2.6)

p(y) = −ρgcosβ(y −H). (2.7)

Thus, the velocity profile is parabolic and the pressure is hydrostatic. The volume flow
rate per unit width (Q) is:

Q =

∫ H

0

u(y)dy =
gH3sinβ

3ν
. (2.8)

2.1.1 Dimensionless Governing Equations

Previously we looked at a steady fully developed flow, but now let’s analyze time variant
flow. Here u = u(x, y, t), v = v(x, y, t) and p = p(x, y, t). To cast equations (2.1), (2.2)
and (2.3) in dimensionless form we scale the flow variables as follows:

(u, v) = (Uu∗, δUv∗), p = ρU2p∗. (2.9)

The space and time variables in dimensionless form are as follows:

(x, y, t) = (Lx∗, Hy∗,
L

U
t∗), p = ρU2p∗, (2.10)

where L is a horizontal length scale, U =
Q

H
and δ =

H

L
� 1 (i.e. thin fluid layer).

Then (2.1) - (2.3) become (after suppressing (*) )

∂u

∂x
+
∂v

∂y
= 0, (2.11)
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δRe

(
∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y

)
= −δRe∂p

∂x
+ 3 + δ2∂

2u

∂x2
+
∂2u

∂y2
, (2.12)

δ2Re

(
∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y

)
= −Re∂p

∂y
− 3cotβ + δ3 ∂

2v

∂x2
+ δ

∂2v

∂y2
. (2.13)

Equations (2.12) and (2.13) can be rewritten specifically for each medium i.e. water
and air. Also the diffusive terms can be written in a way that dynamic viscosity µ is not
cancelled to account for the fact that these terms may need to be computed across the
interface (we will see this during discretization of momentum equations in Chapter 3):

u-momentum equation:

δ(
∂u

∂t
) + δ(

∂u2

∂x
) + δ(

∂uv

∂y
) = −δ(∂p

∂x
) +

3

Re
+

δ2

µRe

∂

∂x
(µ
∂u

∂x
) +

1

µRe

∂

∂y
(µ
∂u

∂y
), (2.14)

v-momentum equation:

δ2(
∂v

∂t
) + δ2(

∂v2

∂y
) + δ2(

∂uv

∂x
) = −(

∂p

∂y
) +

3cotβ

Re
+

δ3

µRe

∂

∂x
(µ
∂v

∂x
) +

δ

µRe

∂

∂y
(µ
∂v

∂y
). (2.15)

Above equations are applicable for both air and water. Here we have made the assump-

tion that δ =
H

L
� 1 for both air and water but it is largely true only for water whereas in

the air it may not hold since H can be large. We can use different δ in air and water and
then above equations will have to be modified accordingly when applied for air medium.
This is a limitation of our approach which can be addressed in future as an extension of
this research.

2.2 Interface Conditions

Having specified the governing equations for the problem, it is vital to look in detail the
interface conditions. Consider two fluids as shown in Figure 2.1. It is basically showing
the interface between water (L) and air (A). Interface is represented by y = h(x, t) i.e.
the height of the interface at location x and time t. Each of the fluid’s properties are also
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listed in Figure 2.1. Now, along the interface y = h(x, t) we have [16]:

pL + δ2We
hxx

(1 + δ2h2
x)

3
2

− 2

ReL(1 + δ2h2
x)

[
δ3h2

x

∂uL
∂x

+ δ
∂vL
∂y
− δhx

(
∂uL
∂y

+ δ2∂vL
∂x

)]
=

ρA
ρL
pA −

2ρA
ρL

ReA(1 + δ2h2
x)

[
δ3h2

x

∂uA
∂x

+ δ
∂vA
∂y
− δhx

(
∂uA
∂y

+ δ2∂vA
∂x

)]
(2.16)

where We =
σH

ρLU2H2
is the Weber number, ReA =

ρAUH

µA
is the Reynold’s number for

air (A) and ReL =
ρLUH

µL
is the Reynold’s number for water (L). For water-air interface

ReL
ReA

= 15,
ρA
ρL

= 0.001. Again note that we are using same δ for air and water for this

interface condition; this is a limitation of this work and can be addressed in future.

The above condition is well approximated by:

pL + δ2We
hxx

(1 + δ2h2
x)

3
2

=
ρA
ρL
pA, (2.17)

equivalently,
ρL(pL + ∆p) = ρApA, (2.18)

where ∆p represents the jump in pressure across the interface due to surface tension. Since,
we want to simulate the flow at steady state and in steady state the interface is flat. This
implies that hxx = 0, so ∆p = 0. This interface condition (2.18) then becomes:

ρLpL = ρApA. (2.19)

Also we have interface condition for the velocity [19]:

(1− δ2h2
x)

(
∂uL
∂y

+ δ2∂vL
∂x

)
− 4δ2hx

∂uL
∂x

=

µA
µL

[
(1− δ2h2

x)

(
∂uA
∂y

+ δ2∂vA
∂x

)
− 4δ2hx

∂uA
∂x

]
.

(2.20)

For water-air interface
µA
µL
≈ 0.018. The above equation (2.20) for interface condition

is well approximated by:

∂uL
∂y

+ δ2∂vL
∂x
− 4δ2hx

∂uL
∂x

=
µA
µL

∂uA
∂y

(2.21)
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Fluid L (water)
uL, vL, pL, μL, ρL

Fluid A (air)
uA, vA, pA, μA, ρA

interface
y = h(x,t)

Figure 2.1: Interface between two fluids water and air, h = h(x, t)

which can be further simplified to:

µL
∂uL
∂y

= µA
∂uA
∂y

. (2.22)

These interface conditions will be used during discretization of the momentum and
continuity equations in Chapter 3. Next we look how interface is tracked between two
fluids using level set function.

2.3 Representation and Capturing of Interface Using

Level Sets

Continuing from level set method’s discussion in Section 1.2, this section presents mathe-
matical formulation of level sets. Consider the representation of the interface between the
two fluids (i.e. air and water) using level set function, and how this interface is captured
in time when external velocity field acts upon it. This approach approximates solution
of time-dependent initial value problem to follow the evolution of the associated level set
function whose zero level set always gives the location of the propagating interface.

Suppose we have a function φ : Ω→ R, with Ω ⊆ Rn, defined such that the zero level
set φ corresponds to the evolving front Γ(t) which is the interface between two fluids. In
this way the front is implicitly defined by φ. To capture the front evolving with time, we
just have to compute φ, using an equation which we will discuss shortly, and determine its
zero level set and this will be the current topology of the front. More formally, the front Γ
is defined as:

Γ(t) = {~x ∈ Ω|φ(~x, t) = 0} (2.23)
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As shown in [24] and [23], the level set fucntion φ evolves with time according to the
following equation:

φt + ~u.∇φ = 0, (2.24)

where ~u = (u, v) is the total velocity field. It is shown in [17] that (2.24) accurately
displaces the zero level set according to the ~u even in the situations where we might have
merging or disintegration of fluid mass.

For the thin film flow problem at hand, we have Ω = R2, and therefore ~x = (x, y). We
consider,

φ(x, y, t) = y − h(x, t), (2.25)

where h is a function of x and t. To find the zero level set, set φ(x, y, t) = 0 and we get
y = h(x, t) which represents the interface between air and water as shown in Figure 2.1.
In this problem we use h(x, t) = 1, and we take φ < 0 to be in the water region and φ > 0
in the air: Therefore, we can summarize:

φ(x, t)


> 0 ∀x ∈ air

= 0 ∀x ∈ Γ

< 0 ∀x ∈ water.

(2.26)

Now, in (2.24) we can use the following:

~u =

{
~uL ∀φ < 0

~uA ∀φ > 0.
(2.27)

We can write (2.24) in simplified form as:

φt + uφx + vφy = 0, (2.28)

where, φx and φy are the derivatives of φ w.r.t. x and y, respectively. This is essentially
an advection equation which can be solved using upwinding scheme. It will be explained
in Chapter 3 when we discuss discretization of level set equation.
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Chapter 3

Discretization and Algorithm

Now that we have derived the governing equations for the fluid flow, in this chapter we will
describe a finite difference discretization scheme for solving the Navier-Stokes equations
shown below:

u-momentum equation:

δ(
∂u

∂t
) + δ(

∂u2

∂x
) + δ(

∂uv

∂y
) = −δ(∂p

∂x
) +

3

Re
+

δ2

µRe

∂

∂x
(µ
∂u

∂x
) +

1

µRe

∂

∂y
(µ
∂u

∂y
), (3.1)

v-momentum equation:

δ2(
∂v

∂t
) + δ2(

∂v2

∂y
) + δ2(

∂uv

∂x
) = −(

∂p

∂y
) +

3cotβ

Re
+

δ3

µRe

∂

∂x
(µ
∂v

∂x
) +

δ

µRe

∂

∂y
(µ
∂v

∂y
), (3.2)

continuity equation:
∂u

∂x
+
∂v

∂y
= 0. (3.3)

Note that these equations are applicable in both fluids (air and water) such that for
water Re = ReL, µ = µL and for air Re = ReA, µ = µA. We will deal with interface terms
later in this chapter.

Since for numerical solution of PDEs using finite difference method, we need to move
from continuous space to discretized space and define the equations on a finite number of
points. There are different finite different approximation schemes that can used to express
the partial differential terms in the equations with variable accuracy. Throughout this
chapter we will follow the discretization scheme suggested in [13].

10



i = 0 i = 1 i = 2 i = 3 i = 4

j = 0 

j = 1

j = 2

j = 3

j = 4

Ghost cells

Physical cells

Physical Boundary

c1,1 c2,1

Δy

Δx

Figure 3.1: Computational domain discretized into a rectilinear grid with nx = 3 and
ny = 3. White cells are the physical cells indexed as i = 1,2,...nx and j = 1,2,...ny and c1,1

and c2,1 representing two physical cells. Shaded cells that form strip around the physical
domain are ghost cells indexed as i = 0, i = nx+1 and j = 0, j = ny+1

3.1 Discretization of the Governing Equations

In our problem we have rectangular computational domain Ω. The computational domain
is discretized into a rectilinear grid with rectangular cells ci,j such that i = 1,2,....nx and j
= 1,2,.....ny. Here ∆x is the grid spacing in the x direction and ∆y is the grid spacing in
y direction. This is shown in Figure 3.1.

It is well known [13, 29] that to ensure stability, u, v and p must be defined at different
locations within a cell and this is called a staggered grid. This idea of staggered grid comes
from the finite volume method, in which the continuity equation is discretized in each
volume cell by considering the mass flux across the cell edges determined by the velocities
on these edges. Therefore, in a staggered grid for a cell ci,j, ui,j, vi,j and pi,j are defined
at different locations with ui,j defined at the centre of the right edge, vi,j defined at the
centre of top edge and pi,j at the centre of the cell. So, Cell ci,j occupies the spatial region
[(i-1)∆x,i∆x] × [(j-1)∆y,i∆y], and the corresponding index (i,j) is assigned to pressure at
that cell center as well as to the u-velocity at the right edge and v-velocity at the top edge.
Therefore, the pressure value pi,j is located at the coordinates ((i - 0.5)∆x, (j - 0.5)∆y),
the horizontal velocity at coordinates (i∆x, (j - 0.5)∆y), and the vertical velocity at the
coordinates ((i - 0.5)∆x, j∆y). This staggered grid with discretized variables defined at
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ci,j ci+1,j

ui-1,j ui,j ui+1,j

ui,j+1

ui,j

ui,j-1

ui+1,j

vi,j vi+1,j

vi,j-1 vi+1,j

pi,j pi,j

vi,j vi+1,j

vi+1,j-1vi,j-1

ui-1,j

Figure 3.2: Staggered grid is shown on the left with two cells ci,j and ci+1,j p defined at
the center, u in the center of left edge and v in the center of top edge for each cell. On the
right parameters required for discretization of u-momentum equations are shown

different locations is shown in Figure 3.2.

Although we may not have discretized values of u, v, and p defined on the actual physical
boundary, we still need to implement boundary conditions at all the four boundaries. To
do this we use the concept of ghost cells. Ghost cells are additional cells added beyond
the physical boundary of the domain which do not have any physical significance but they
facilitate the implementation of boundary conditions. In Figure 3.1 the dark ribbon of
cells around the physical domain represents these ghost cells. Ghost cells are indexed in
the same way as the physical cells, and are represented by the indices i = 0, i = nx+ 1 and
j = 0, j = ny+ 1, as shown in Figure 3.1.

To implement boundary conditions for the quantities not defined at the walls (physical
boundaries), ghost cells are utilized. The approach to carry this out will be discussed in
Section 3.1.1.

Now, we look at finite difference approximations for the differential terms in the u-
momentum (3.1) and v-momentum (3.2) equations. First consider the convective terms i.e.

δ(
∂u2

∂x
), δ(

∂uv

∂y
), δ2(

∂v2

∂y
) and δ2(

∂uv

∂x
). First we deal with the convective terms appearing
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in u-momentum equation 3.1. To discretize δ(
∂uv

∂y
) at the midpoint of the right edge of

cell ci,j (refer to black dot in Figure 3.2), values for the product uv are required in the two
vertical directions. A good solution is to consider the averages of u and v taken at the
locations marked × in Figure 3.2, which gives us the discrete term:

[
δ

(
∂uv

∂y

)]
i,j

:=
δ

∆y

(
(vi,j + vi+1,j)

2

(ui,j + ui+1,j)

2
−

(vi,j−1 + vi+1,j−1)

2

(ui,j−1 + ui,j)
2

)
.

(3.4)

In a similar fashion, we discretize δ(∂u
2

∂x
) using central difference with half the mesh

width of values averaged at the points marked with + in Figure 3.2:

[
δ

(
∂u2

∂x

)]
i,j

:=
δ

∆x

((
ui,j + ui+1,j

2

)2

−
(
ui−1,j + ui,j

2

)2
)
. (3.5)

It is observed that convective terms become dominant at high Reynolds number or
high velocities, and in order to remedy this a mixture of central differences as specified
above and the donor-cell discretization are used thus obtaining following expressions[3].

Remaining two terms δ2(d∂v
2

∂y
) and δ2(

∂uv

∂x
) are also discretized the same way.

For cell ci,j at the center of right edge for i = 1, 2, ...nx−1 and j = 1, 2, .....ny we set[
δ

(
∂u2

∂x

)]
i,j

:=
δ

∆x

((
ui,j + ui+1,j

2

)2

−
(
ui−1,j + ui,j

2

)2
)

+γ
δ

∆x

(
|ui,j + ui+1,j|

2

(ui,j − ui+1,j)

2
− |ui−1,j + ui,j|

2

(ui−1,j − ui,j)
2

)
,

(3.6)

[
δ

(
∂uv

∂y

)]
i,j

:=
δ

∆y

(
(vi,j + vi+1,j)

2

(ui,j + ui,j+1)

2
− (vi,j−1 + vi+1,j−1)

2

(ui,j−1 + ui,j)

2

)
+γ

δ

∆y

(
|vi,j + vi+1,j|

2

(ui,j − ui,j+1)

2
− |vi,j−1 + vi+1,j−1|

2

(ui,j−1 − ui,j)
2

)
.

(3.7)

Note that index i goes from i = 1 to nx-1 i.e. discretization of convective terms right
on the physical boundary is not shown in the above equations.
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Similarly for terms δ2(
∂v2

∂y
) and δ2(

∂uv

∂x
), we get for i = 1, 2, ...nx and j = 1, 2, .....ny−1

[
δ2

(
∂v2

∂y

)]
i,j

:=
δ2

∆y

((
vi,j + vi,j+1

2

)2

−
(
vi,j−1 + vi,j

2

)2
)

+γ
δ2

∆y

(
|vi,j + vi,j+1|

2

(vi,j − vi,j+1)

2
− |vi,j−1 + vi,j|

2

(vi,j−1 − vi,j)
2

)
,

(3.8)

[
δ2

(
∂uv

∂x

)]
i,j

:=
δ2

∆x

(
(ui,j + ui,j+1)

2

(vi,j + vi+1,j)

2
− (ui−1,j + ui−1,j+1)

2

(vi−1,j + vi,j)

2

)
+γ

δ2

∆x

(
|ui,j + ui,j+1|

2

(vi,j − vi+1,j)

2
− |ui−1,j + ui−1,j+1|

2

(vi−1,j − vi,j)
2

)
.

(3.9)

The parameter γ in the above equations ranges between 0 and 1. For γ = 0, we recover
the central difference discretization and for γ = 1, a pure donor-cell scheme is rendered.
In [3] authors suggest that γ should be chosen as per the following inequality:

γ ≥ max
i,j

(∣∣∣∣ui,j∆t∂x

∣∣∣∣ , ∣∣∣∣ui,j∆t∂y

∣∣∣∣) . (3.10)

where we chose γ to be 0.9.

3.1.1 Boundary Conditions for the Discrete Equations

In this section boundary conditions for u,v and p are discussed. The problem is periodic
in the x-direction and therefore periodic boundary conditions are implemented in this
direction. In section 3.2, u and v updates at each time step are presented and we will
see that unx,j ∀ j = 0, 1...ny+1 is not updated instead we will compute it using periodic
boundary condition. Therefore, we get following condition for u

unx,j = u0,j ∀j = 0, 1...ny+1. (3.11)

Similarly, v is also periodic in x-direction. For u the grid points go from u0,j to unx,j

(where j = 1,2,...ny) in the x-direction and they all lie in the physical domain thus defined
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on physical cells (refer to Figure 3.1 and Figure 3.2). But in the case of v we have v0,j

and vnx+1,j as the ghost values defined on the top edges of ghost cells shown in Figure 3.1.
Therefore, to ensure periodicity for v, periodic boundary conditions must also update the
ghost cell values. This is implemented as follows:

v0,j = vnx−1,j ∀j = 0, 1...ny, (3.12)

v1,j = vnx,j ∀j = 0, 1...ny, (3.13)

vnx+1,j = v2,j ∀j = 0, 1...ny. (3.14)

Next, consider pressure p, same procedure is followed for p as with v due to presence
of ghost cells and we implement the boundary conditions as follows:

p0,j = pnx−1,j ∀j = 0, 1...ny+1, (3.15)

p1,j = pnx,j ∀j = 0, 1...ny+1, (3.16)

pnx+1,j = p2,j ∀j = 0, 1...ny+1. (3.17)

At the bottom boundary, we use no-slip condition for u and v whereas for p we use Neu-
mann boundary condition. The pressure Poisson equation is derived from the momentum
equation (which will see in Section 3.2.2). Because it is derived by taking the divergence
of the momentum equations, it requires that the solution be sufficiently smooth up to the
boundary. The pressure equation, for sufficiently smooth solutions, is equivalent to the
continuum Navier-Stokes equation in the non-steady case. For the steady case, note that
equivalence is achieved when the pressure Poisson equation is written without the viscosity
term and a divergence free boundary condition is enforced for the velocity. We already
know the boundary conditions for the velocity field, and now we need boundary conditions
for both the velocity field of flow and the pressure that allow us to develop the velocity
field in time for a given pressure and then solve for the pressure at each fixed time given
the velocity. For an incompressible fluid Neumann boundary condition is used for pressure
and the pressure is calculated up to an arbitrary additive constant. Also from numerical
solution point of view, the actual pressure exerted on the wallboundary is not known and
not possible to find. So the boundary pressure value is commonly assigned the inner grid
point value, which means the Neumann B.C. is applied.

Since, u is not defined at the actual physical boundary at the bottom as shown in
Figure 3.2, we update the u value in the ghost cell such that average of the ui,0 and ui,1 is
0 as follows:

ui,0 = −ui,1j ∀i = 0, 1...nx. (3.18)
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For v at the bottom boundary,

vi,0 = 0 ∀i = 0, 1...nx+1, (3.19)

and for p at the bottom boundary,

pi,0 = pi,1j ∀i = 0, 1...nx+1. (3.20)

Now, consider the boundary conditions at the top boundary, We use free slip condition
for u and v, and Neumann for pressure. Free slip for u at top is implemented as:

ui,ny+1 = ui,nyj ∀i = 0, 1...nx. (3.21)

For v at the top boundary,

vi,ny = vi,ny−1 ∀i = 0, 1...nx+1, (3.22)

and for p at the top
pi,ny+1 = pi,ny ∀i = 0, 1...nx+1. (3.23)

3.1.2 Discretization of the Time Derivatives and Stability Con-
dition

Again consider equations (3.1) and (3.2). We have not discretized the time derivative terms

i.e.

[
δ
∂u

∂t

]
i,j

and

[
δ2∂v

∂t

]
i,j

. In this section we will look at this. We partition the time

domain [0, tend] into equal intervals [n∆t,(n+1)∆t], with n = 0,1,...tend/∆t−1. This implies
that we only consider values u, v and p at discrete time points given by n∆t. Therefore,
we will time step as tk = tk−1 + ∆t until we reach tend. We perform time discretization as
follows: [

δ
∂u

∂t

]n+1

i,j

:=
un+1
i,j − uni,j

∆t
,

[
δ
∂v

∂t

]n+1

i,j

:=
vn+1
i,j − vni,j

∆t
(3.24)

where superscripts designate the time level.

Adaptive time stepping is preferred where at each time level, ∆t is computed using the
following conditions [26]:

∆t <
Re

2

(
1

∆x2
+

1

∆x2

)−1

, ∆t <
∆x

|umax|
, ∆t <

∆y

|vmax|
(3.25)

16



where, the conditions involving |umax| and |vmax| are essentially the Courant-Friedrich-
Lewy (CFL) conditions. First condition in equation (3.25) involves the Reynold’s number
Re, and since it is a two-phase flow problem we have two fluids. Therefore, this condition
is computed separately for ReA (Reynold’s number of air) and ReL (Reynold’s number of
air) leading to the following time-step selection criteria:

∆t = min

{
ReL

2

(
1

∆x2
+

1

∆x2

)−1

,
ReA

2

(
1

∆x2
+

1

∆x2

)−1

,
∆x

|umax|
,

∆y

|vmax|

}
. (3.26)

This is a very restrictive condition on time step and to relax this condition, viscous
terms can be considered implicitly in future work.

3.1.3 Discretization of Level Set Funciton

In Section 2.3, we saw how a level set function can be used to capture the interface between
two fluids. Now lets look at the discretization of the φ. The discretized level set function is
defined at the cell centers ci,j same as p. When φ is initialized, it should split the domain
Ω into two regions. In our problem, we used the convention as described in equation (2.26)
that φ < 0 corresponds to water and φ > 0 corresponds to air. φ is initialized such that
its zero level set is a flat surface. Our domain in y-direction is y ∈ [0, 2], and we initialize
the level set function φ(x, y, t) as described in equation (2.25) such that h(x, t = 0) = 1 .
This can be expressed as follows:

φ(x, y, t = 0) = y − h(x, t = 0),

φ(x, y, t = 0) = y − 1.
(3.27)

Since, φ values are stored at cell centers and the fact that we have to advect the level
set according to (2.28), the velocity field must be approximated to the cell centers using
interpolation. The simplified form of level set time evolution equation (2.28) can then be
discretized as follows: [

∂φ

∂t

]
i,j

+ ũi,j

[
∂φ

∂x

]
i,j

+ ṽi,j

[
∂φ

∂y

]
i,j

= 0. (3.28)

Note that we have used ũ and ṽ in the above equations. It is because φi,j and ui,j, vi,j are
not defined at same points in a cell as shown in the staggered grid in Figure 3.2. Here,
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ũi,j and ṽi,j represent u and v values approximated at cell centers. Thus, ũi,j and ṽi,j are
computed as:

ũi,j =
ui−1,j + ui,j

2
,

ṽi,j =
vi,j−1 + vi,j

2
.

(3.29)

The time derivative term

[
∂φ

∂t

]
i,j

is discretized using Forward Euler approximation:

[
∂φ

∂t

]
i,j

=
φn+1
i,j − φni,j

∆t
. (3.30)

To approximate the spatial derivative terms, we use upwinding finite differencing details
of which can be found in [27]. We get,[

∂φ

∂x

]
i,j

{
φni,j−φni−1,j

∆x
, if ũi,j > 0,

φni+1,j−φni,j
∆x

, if ũi,j ≤ 0,
(3.31)

and [
∂φ

∂y

]
i,j

{
φni,j−φni,j−1

∆y
, if ṽi,j > 0,

φni,j+1−φni,j
∆y

, if ṽi,j ≤ 0.
(3.32)

Above method can be very dissipative and the fluid mass can be lost when simulations
are performed for longer time but that is only the case when we have finite domain in
all the directions and in such case Finite Volume Method is preferred. But since in our
case we have infinite flow in x-direction, it is not a concern and it is safe to use the above
discretization for level set function.

3.2 Algorithm Description

Now that we have all the tools required to run our fluid simulations, with the exception
of second order differential terms appearing in momentum equations (3.1) and (3.2) which
we will discuss in Section 3.2.3. Let’s have a detailed look at the structure of the algorithm
that we propose to solve this thin film flow problem [13].

18



3.2.1 The Time-Stepping Loop

Unknowns p, u and v are initialized at t = 0 and time is incremented by ∆t, as discussed
in the previous section on time stepping, until t = tend. At time level tn values of all the
parameters are known and these values can be used to perform computations for the time
level tn+1. The time-stepping procedure is contained in the proposed algorithm and we
refer to it by time-stepping loop.

Time stepping loop is initiated by first performing the time discretization (3.24) of the

terms

[
δ
∂u

∂t

]
and

[
δ2∂v

∂t

]
in the momentum equations (3.1) and (3.2):

δun+1 = δun + ∆t

[
δ2

µRe

∂

∂x
(µ
∂u

∂x
) +

1

µRe

∂

∂y
(µ
∂u

∂y
)− δ(∂u

2

∂x
)− δ(∂uv

∂y
) +

3

Re
− δ(∂p

∂x
)

]
,

(3.33)

δ2vn+1 = δ2un+∆t

[
δ3

µRe

∂

∂x
(µ
∂v

∂x
) +

δ

µRe

∂

∂y
(µ
∂v

∂y
)− δ2(

∂v2

∂y
)− δ2(

∂uv

∂x
) +

3cotβ

Re
− (

∂p

∂y
)

]
.

(3.34)

Again note that above equations are valid for both the mediums water as well as air.
The terms that involve the interface will be considered in next sections. Then we introduce
some abbreviations to write the velocity updates in shorthand notation as follows:

F n := δun + ∆t

[
δ2

µRe

∂

∂x
(µ
∂un

∂x
) +

1

µRe

∂

∂y
(µ
∂un

∂y
)− δ(∂(u2)n

∂x
)− δ(∂u

nvn

∂y
) +

3

Re

]
,

(3.35)

Gn := δ2vn + ∆t

[
δ3

µRe

∂

∂x
(µ
∂vn

∂x
) +

δ

µRe

∂

∂y
(µ
∂vn

∂y
)− δ2(

∂(v2)n

∂y
)− δ2(

∂unvn

∂x
) +

3cotβ

Re

]
.

(3.36)
and we obtain following velocity updates equations :

un+1 =
F

δ
−∆t

∂p

∂x
, (3.37)

vn+1 =
G

δ2
− ∆t

δ2

∂p

∂x
. (3.38)
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In our time stepping loop we evaluate F and G at the time level tn, i.e. F n and Gn,
which are computed by using velocities at time level tn as expressed in equations (3.35)
and (3.36). But we use pressure values from the time level tn+1. So, the velocity updates
are implicit in terms of pressure which can be written as:

un+1 =
F n

δ
−∆t

∂pn+1

∂x
, (3.39)

vn+1 =
Gn

δ2
− ∆t

δ2

∂pn+1

∂x
(3.40)

To determine pressure p, continuity equation (3.3) is used. Substitute u, v from (3.39)
and (3.40) into (3.3), and we obtain the following:

∂un+1

∂x
+
∂vn+1

∂y
= 0 =

1

δ

∂F n

∂x
−∆t

∂2pn+1

∂x2
+

1

δ2

∂Gn

∂y
− ∆t

δ2

∂2pn+1

∂y2
. (3.41)

After rearranging above equation, it becomes Poisson equation for the pressure pn+1 at
time tn+1

δ2∂
2pn+1

∂x2
+
∂2pn+1

∂y2
=

1

∆t

[
δ
∂F n

∂x
+
∂Gn

∂y

]
, (3.42)

where the right hand side H is defined as follows:

Hn =
1

∆t

[
δ
∂F n

∂x
+
∂Gn

∂y

]
. (3.43)

Time-stepping loop can be summarized for (n+ 1)th time step as follows:

Step1: Compute F n, Gn and then Hn as per (3.35), (3.36) and (3.43), respectively using
the the velocities un, vn.
Step2: Solve the Poisson equation (3.43) to compute the pressure at (n + 1)th time level
i.e. pn+1.
Step3: Evaluate the velocity field at (n+1)th time level i.e. un+1, vn+1 using (3.39), (3.40)
and pn+1 computed in step 2.

Step 1 of the time-stepping loop still needs to be looked at since the computation of
diffusive terms is different near the interface as well as Step 2 where Poisson equation needs
to be solved. Next section will focus on the later.
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3.2.2 Solution of the Poisson Equation for pn+1

Consider the Poisson equation (3.43). Using central difference scheme it can be approxi-
mated as below:

δ2

(
pn+1
i+1,j − 2pn+1

i,j + pn+1
i−1,j

∆x2

)
+

(
pn+1
i,j+1 − 2pn+1

i,j + pn+1
i,j−1

∆y2

)
= Hn,

Hn =
1

∆t

[
δ

(
F n
i,j − F n

i−1,j

∆x

)
+

(
Gn
i,j −Gn

i,j−1

∆y

)]
.

(3.44)

This implies that boundary values for p, F and G are required; i.e. we need the following
quantities for full discretization of Poisson equation:

p0,j, pnx+1,j ∀j = 1, 2, ...ny,

pi,0, pi,ny+1 ∀i = 1, 2, ...nx.

These boundary values for p are computed using boundary conditions in Section 3.1.1
i.e. periodic boundary conditions for side walls and Neumann boundary conditions for top
and bottom walls. We also need the following boundary values for F and G:

F0,j, Fnx,j ∀j = 1, 2, ...ny,

Gi,0, Gi,ny ∀i = 1, 2, ...nx.

To compute the boundary values for G, since the problem is non-periodic in y-direction,
Gi,0, Gi,ny+1,∀i = 1, 2, ...nx are set equal to vertical velocity field values v at the boundary
locations [13] and also using (3.36), add δ2 term. We already know the vertical velocity
field at the boundaries at time level tn:

Gn
i,0 = δ2vni,0, Gn

i,ny
= δ2vni,ny

∀i = 1, 2, ...nx.

But for F boundary values we cannot simply use horizontal velocity field values at
boundaries. In fact F0,j and Fnx,j are computed just as other F values are computed that
don’t reside on the boundary. But to do this we need to approximate the differential terms
in (3.35). To compute F n

0,j we require un−1,j, u
n
0,j and un1,j ∀j ∈ {1, ny} to be used in the

computation convective and diffusive terms in (3.4)-(3.7). Now, we know all these u terms
except un−1,j which lies outside the left boundary. But since the problem is periodic in
x-direction we can say that:

un−1,j = unnx−1,j ∀j = 1, 2, ...ny.
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celli,j

Celli,j+1

pi,j+1

pi,j

interface

pi,j

pi,j+1/2

pi,j+1

(1-θ)Δy

θ(Δy)

yj+1

yj

Figure 3.3: Left figure shows interface passing between cells celli,j and celli,j+1 and a
magnified version of the cells on the right shows the pressure values in the two cells. θ is
an unknown variable to be determined which reflects how far the interface is from yj (θ∆y)
and from yj+1 (i.e.(θ + 1)∆y)

Similarly, to compute F n
nx,j we require unnx−1,j, u

n
nx,j and unnx+1,j ∀j ∈ {1, ny}. Now, we

know all these u terms except unnx+1,j which lies outside the right boundary. Again using
the argument of horizontal perioidicity:

unnx+1,j = un1,j ∀j = 1, 2, ...ny.

Now, use the above values of un−1,j and unnx+1,j and using them in (3.4)-(3.7). This way
we compute F0,j and Fnx,j.

Next it is vital to consider the situation when computing the derivatives near the
interface. Because it is possible that we may have one pressure term in (3.44) lying in
denser fluid and the other in rarer fluid. This is shown in Figure 3.3 where pi,j lies in water
and pi,j+1 lies in air. In that case we can’t just use the finite difference approximations as
in (3.44). Let’s have a detailed perspective of this situation and how it can be resolved.

Near the interface the differential term
∂2pn+1

∂y2
in the Poisson equation is approximated

as below:

∂2pn+1

∂y2
=

(
∂p
∂y

)
i,j+ 1

2

−
(
∂p
∂y

)
i,j− 1

2

∆y
. (3.45)

Since, pi,j and pi,j−1 both lie in the water, it is straightforward to computer the term
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(
∂p

∂y

)
i,j− 1

2

as follows: (
∂p

∂y

)
i,j− 1

2

=
pi,j − pi,j−1

∆z
. (3.46)

But to compute

(
∂p

∂y

)
i,j+ 1

2

we need pi,j and pi,j+1. Since, pi,j lies in water and pi,j+1

in air (as can be seen in Figure 3.3), we will have to utilize the interface condition derived
in Section 2.3 which is again stated below:

ρLpL + ∆p = ρApA,

where pL and ρL are pressure and density of water and pA and ρA are pressure and density
of air. Ignoring the surface tension due to the fact that we are interested in steady state
solution (this was discussed in detail in Chapter 2), we set ∆p = 0. Taking the derivative
of the above equaiton we get,

∂ (ρLpL)

∂y
=
∂ (ρApA)

∂y
, (3.47)

or equivalently,

ρL
∂ (pL)

∂y
= ρA

∂ (pA)

∂y
. (3.48)

Denote the pressure value right at the interface to be pI as shown in Figure 3.3. We
can express the finite difference approximations of the derivatives in the above equations
for each medium using pI as follows:

ρL

(
pI − pi,j
θ∆y

)
= ρA

(
pi,j+1 − pI
(1− θ)∆y

)
, (3.49)

such that,

pI =
ρAθpi,j+1 + ρL(1− θ)pi,j

ρ̂
,

ρ̂ = ρL(1− θ) + ρAθ.

(3.50)

Then, (
∂p

∂y

)
i,j+ 1

2

=
ρL
ρA

(
pI − pi,j
θ∆y

)
=
ρL
ρ̂

(
pi,j+1 − pi,j

θ∆y

)
. (3.51)
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Now, we can accurately approximate
∂2pn+1

∂y2
by substituting (3.46) and (3.51) in (3.45)

and we get the following finite difference approximation

∂2pn+1

∂y2
=

ρL
ρ̂

(pn+1
i,j+1 − pn+1

i,j )− (pn+1
i,j − pn+1

i,j−1)

∆y2
. (3.52)

Using similar arguments we find that if the interface lies between pi,j−1 (in air) and pi,j
(in water) then we get the following:

∂2pn+1

∂y2
=

(pn+1
i,j+1 − pn+1

i,j )− ρL
ρ̂

(pn+1
i,j − pn+1

i,j−1)

∆y2
. (3.53)

Reader should note that if the current point i.e. pi,j is in air instead of water then just
switch ρL in the above two equations with ρA.

Similarly, if interface is between pi,j and pi+1,j then we cannot use central difference

approximation for δ2∂
2pn+1

∂x2
term in poisson equation. Instead same strategy is followed

as for
∂2pn+1

∂y2
. So for the case when interface is between pi,j (in water) and pi+1,j (in air)

we get:

δ2∂
2pn+1

∂x2
= δ2

(
ρL
ρ̂

(pi+1,j − pi,j)− (pi,j − pi−1,j)

∆x2

)
, (3.54)

and if interface is between pi,j (in water) and pi−1,j (in air) we get,

δ2∂
2pn+1

∂x2
= δ2

(
(pi+1,j − pi,j)− ρL

ρ̂
(pi,j − pi−1,j)

∆x2

)
. (3.55)

If the current point is in air then switch the densities in the above equations.

Now that we have discretized the Poisson equation. The next step is to solve for the
pressure. This is a very large sparse system with unknowns containing nxny equations and
nxny unknowns. There are various techniques to solve Ax=b, A ∈ Rn×n where n = nxny.
First is Direct Methods where runtime depends only on size; independent of data, structure,
or sparsity and work well for n up to a few thousand. Then there are Sparse Direct methods
where runtime depends on size, sparsity pattern; (almost) independent of data and can
work well forn up to 104 or 105 or more. And finally we have Indirect or Iterative Methods
where runtime depends on data, size, sparsity, required accuracy. They require tuning,
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preconditioning and are good choice in many cases. When n > 106, these are the only
choice.

Conjugate Gradient (CG) method is one of the iterative methods, and in this work we
used CG. in theory CG.

CG Algorithm

We have a sparse system Ap=H
p is the unknown pressure and H is the RHS computed above.

r → residual, ρk → is the 2-norm of residual at kth iteration, ε → tolerance, d →
direction vector
begin
r:= H - Ap, ρ0 = ‖r‖2

for k=1,2,....max-iterations
quit if

√
ρk−1 ≤ ε‖b‖

if k = 1 then d := r; else d := r + (ρk−1/ρk−2)d
w := Ad
α := ρk−1/(d

Tw)
p := p + αd
r := r - αw
ρk := ‖r‖2

return p
end

3.2.3 The Discrete Momentum Equations

We haven’t yet discretized the spatial pressure derivatives that occur in the time dis-
cretized momentum equations (3.39) and (3.40). We make the following finite difference
discretization for those terms:

un+1
i,j =

F n
i,j

δ
− ∆t

∆x
(pn+1
i+1,j − pn+1

i,j ) ∀i = 0, 1, ...nx − 1 and j = 1, 2, ....ny, (3.56)

vn+1
i,j =

Gn
i,j

δ2
− ∆t

δ2∆y
(pn+1
i,j+1 − pn+1

i,j ) ∀i = 1, 2, ...nx and j = 1, 2, ....ny − 1. (3.57)

Note that u0,j is explicitly updated but unx,j is not since it is computed using the
periodic boundary conditions.
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In Section 3.1 we saw discretization of the convective terms in equations (3.6)-(3.10).

But we have’t discretized the diffusive terms
[
δ2

µRe
∂
∂x

(µ∂u
∂x

)
]
,
[

1
µRe

∂
∂y

(µ∂u
∂y

)
]
,
[
δ3

µRe
∂
∂x

(µ ∂v
∂x

)
]

and
[

δ
µRe

∂
∂y

(µ∂v
∂y

)
]

which we need for (3.35) and (3.36). We cannot just use central dif-

ferencing for their discretization because near the interface it is possible that to compute
the second derivative we need grid points residing in two different liquids. It is the same
scenario we discussed in Poisson equation in Figure 3.3. But instead of variable ρ across

the interface we have variable µ. First consider diffusive term
[

1
µRe

∂
∂y

(µ∂u
∂y

)
]

which occur

in the update of F (3.35). Let the interface exist between ui,j and ui,j+1 and that ui,j is in
water and ui,j+1 is in air. Since the current grid point is in water, we use Re = ReL and
µ = µL and we use the following approximation:

[
1

µLReL

∂

∂y
(µ
∂u

∂y
)

]
i,j

=
1

µLReL


(
µ∂u
∂y

)
i,j+ 1

2

−
(
µ∂u
∂y

)
i,j− 1

2

∆y

 , (3.58)

where we have, (
µ
∂u

∂y

)
i,j− 1

2

= µL

(
ui,j − ui,j−1

∆y

)
. (3.59)

Using the stress condition across the interface derived in Chapter 2:

µL
∂u

∂y
= µA

∂u

∂y
,

µL

(
uI − ui,j
θ∆y

)
= µA

(
ui,j+1 − uI
(1− θ)∆y

) (3.60)

where, uI is the horizontal velocity field at the interface and θ represents the fraction of

∆y that uI is away from ui,j. It is determined as θ =

∣∣∣∣ φi,j
φi,j+1 − φi,j

∣∣∣∣, where φ is the level

set function.

Solving for uI we get,

uI =
µAθui,j+1 + µL(1− θ)ui, j

µ̂
,

µ̂ = µAθ + µL(1− θ).
(3.61)
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Thus, (
µ
∂u

∂y

)
i,j+ 1

2

= µL

(
uI − ui,j
θ∆y

)
,(

µ
∂u

∂y

)
i,j+ 1

2

=
µLµA
µ̂∆y

(ui,j+1 − ui,j).
(3.62)

Hence,[
1

µLReL

∂

∂y
(µ
∂u

∂y
)

]
i,j

=
µA
µ̂ReL

(
ui,j+1 − ui,j

∆y2

)
− 1

ReL

(
ui,j − ui,j−1

∆y2

)
. (3.63)

The above approach can easily be adapted to the scenario where ui,j is in air and ui,j−1

is in water, then we have:[
1

µAReA

∂

∂y
(µ
∂u

∂y
)

]
i,j

=
µL
µ̂ReA

(
ui,j+1 − ui,j

∆y2

)
− 1

ReA

(
ui,j − ui,j−1

∆y2

)
,

µ̂ = µLθ + µA(1− θ).
(3.64)

On the other hand if the interface is between ui,j (in water) and ui,j−1 (in air), then we
get the following:[

1

µLReL

∂

∂y
(µ
∂u

∂y
)

]
i,j

=
1

ReL

(
ui,j+1 − ui,j

∆y2

)
− µA
µ̂ReL

(
ui,j − ui,j−1

∆y2

)
. (3.65)

Similar approach is used for computation of
[
δ2

µRe
∂
∂x

(µ∂u
∂x

)
]
,
[
δ3

µRe
∂
∂x

(µ ∂v
∂x

)
]

and
[

δ
µRe

∂
∂y

(µ∂v
∂y

)
]
.

3.2.4 Summary of Two-Phase Flow Solver

Now that we have finite difference discretization of the governing equations for two phase
flow down an incline, next we present how each of these components are put together in
the form of an algorithm in the fluid solver.
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Algorithm for Two-Phase Flow Solver

1. Set t:= 0, n:= 0

2. Assign initial values to u, v, p (in our case they are all initialized at 0 level
on the entire grid)

3. while t < tend

4. Select the timestep ∆t according to (3.26)

5. Set boundary values for u, v as per the specifications in Section 3.1.1
for top, bottom and the sides

6. Compute F n and Gn using updates in (3.35) and (3.36) and while using
the appropriate discretization for diffusive terms

7. Compute RHS of the Poisson equation as in (3.44)

8. Solve the pressure equation for pn+1 using the CG solver.

9. Compute un+1 and un+1 using (3.56) and (3.57), respectively

10. Advance the level set function for one time step of size ∆t using forward
upwinding scheme for advection equation.

11. t ← t + ∆t, n ← n + 1

12. end while
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Chapter 4

Results

In this chapter, we perform experiments to test the validity of the computational model
developed in Chapter 3 by comparing the outcomes with theoretical findings. Parameters
in the models are varied and consistency of the experimental results is verified against
theoretical results. We assume that the water is flowing down an incline with angle of
inclination β = 45◦. Consider incline to be of infinite length, it becomes periodic flow
problem. We set the periodicity to be of length 5 in horizontal direction. In vertical
direction we assume that thickness of thin film is 1 and therefore the interface is defined
at y = 1 (3.27). For 1 < y < 2 we have air. Thus finally we have a box of length of 5 in
horizontal direction and of height 2 in vertical direction. The Reynold’s number used for

water is ReL = 1 and
ReA
ReL

=
1

15
. Also, the dynamic viscosity of water is, µL = 0.001 and

dynamic viscosities of air µA and water µL are related by the ratio
µA
µL

= 0.018.

4.1 Theoretical Steady State Solution

As suggested in Chapter 1, we are interested in steady state solution for the thin film of
water flowing down an incline shown in Figure 1.1. The idea is to initialize the velocity
field and pressure in both air and water to be at zero level and let the thin film of water
flow under the influence of gravity. Eventually, a steady state flow will be achieved. In
this section we will derive the steady state velocity field and pressure using the governing
Navier-Stokes equations. These will be theoretical results which we will later compared
with computational results to validate our model.
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4.1.1 Steady State Solution for Vertical Velocity Field

First we derive steady state solution using the governing equations (2.11), (2.12) and (2.13).
Assuming a steady, unidirectional flow there is no variation of u, v and p with x, so equation
(2.11) reduces to:

∂v

∂y
= 0. (4.1)

Thus,
v = K (4.2)

where, K is an arbitrary constant. Due to no-slip boundary condition (3.19) at the bottom,

we have v = 0 at y = 0 for all time levels. But according to (4.1), at steady state
∂v

∂y
= 0

which means,
v = 0 ∀y ∈ [0, 2] ∧ ∀x ∈ [0, 5]. (4.3)

This is the vertical velocity field at steady state.

4.1.2 Steady State Solution for Horizontal Velocity Field

Before proceeding to find steady state solution for horizontal velocity field, we introduce
some notation to be used throughout this section. Let uL be the horizontal velocity field
in water represented as,

u(x, y, t) = uL(x, y, t) ∀y ∈ [0, 1] ∧ x ∈ [0, 5], (4.4)

and let uA be the horizontal velocity field in air such that,

u(x, y, t) = uA(x, y, t) ∀y ∈ (1, 2] ∧ x ∈ [0, 5]. (4.5)

Now that we have the notation, we proceed to derive theoretical results for horizontal
velocity field. As per equation (4.3), v = 0 everywhere in the domain in the steady state.
Also there is no variation of u, v with x in the steady state due to unidirectional flow
assumption. The equation (2.12) reduces to:

3 +
∂2u

∂y2
= 0. (4.6)

After integrating equation (4.6) twice in water we get :

uL(y) = −3

2
y2 + Cy +D, (4.7)
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where C, D are constants of integration to be determined. Due to no-slip boundary
condition at the bottom boundary, we have u = 0 at y = 0. Substituting this in (4.7) we
get D = 0. To determine C, we use zero stress condition at the interface because air is
much less dense than water, the stress it imposes is very small and can be neglected in
most applications. The zero stress condition is expressed as:

∂uL
∂y

= 0 at y = 1. (4.8)

After taking derivative of (4.7) w.r.t. y and using (4.8), we get C = 3. Therefore, in
water we have:

uL(y) = −3

2
y2 + 3y. (4.9)

According to (4.9), uL(y = 1) =
3

2
, and since density of air is very low, shear stress in

air is negligible [19]. Therefore, µA
∂uA
∂y

= 0. Due to continuity of velocity at the interface

we have uL(y = 1) = uA(y = 1) =
3

2
, and since

∂uA
∂y

= 0 in air which implies that:

uA(y) =
3

2
∀y ∈ (1, 2]. (4.10)

Steady state horizontal velocity fields derived in (4.9) and (4.10) are applicable under
the zero shear stress assumption at the interface and in the air. Next, we consider when
we have non-zero shear stress. Again, we integrate (4.6) twice for air and water separately.
In the case of water we have,

suL(y) = −3

2
y2 + Cy +D. (4.11)

Using no-slip condition at y = 0, we get D = 0. We are yet to determine C in (4.11)
but first consider the horizontal velocity field in air:

uA(y) = −3

2
y2 + Ey + F. (4.12)

Applying free-slip condition at y = 2,

∂uA
∂y

= 0 at y = 2,

E = 6.

(4.13)
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So, we have:

uL(y) = −3

2
y2 + Cy,

uA(y) = −3

2
y2 + 6y + F.

(4.14)

There are two constants C and F to be determined yet. We use two conditions at the
interface to determine. Condition 1: Stress condition from equation (2.22) which is:

µL
∂uL
∂y

= µA
∂uA
∂y

at y = 1.

After applying this condition to (4.14), we get:

C = 3 + 3(
µA
µL

). (4.15)

Condition 2: Continuity of velocity field across the interface i.e.,

uL(1) = uA(1).

Using the above condition, we find that:

F = C − 6 = −3 + 3(
µA
µL

). (4.16)

We finally have,

uL(y) = −3

2
y2 + 3(1 +

µA
µL

)y,

uA(y) = −3

2
y2 + 6y + 3(−1 +

µA
µL

).
(4.17)

4.1.3 Steady State Solution for Pressure

For steady state pressure solution we consider the momentum equation (2.13). As stated
before, u and v are invariant for different x, (2.13) reduces to:

∂pL
∂y

= −3cotβ

ReL
∀y < 1, (4.18)

∂pA
∂y

= −3cotβ

ReL
∀y > 1. (4.19)

32



Note that the pressure gradient only depends on Reynold’s number of water and angle of
inclination of incline. Also, the above pressure gradient value is for the entire domain not
only at the boundaries. At the interface, the interface condition derived in Chapter 2 i.e.
(2.19) is applicable i.e.,

ρLpL = ρApA.

Taking the derivative w.r.t. y we get,

ρL
∂pL
∂y

= ρA
∂pA
∂y

. (4.20)

We know,
∂pL
∂y

= −3cotβ

ReL
and

∂pA
∂y

= −3cotβ

ReA
and when the values of the derivatives

are substituted in (4.20), we get same left hand side and right hand side which confirms
the validity of (4.18) and (4.18).

Also, at steady state pressure should be invariant with x due to our assumption of
unidirectional flow and it will be confirmed using the experiments in the next section.

4.2 Simulation Results at Steady State

In this section theoretical steady state solutions derived in the previous section are com-
pared with the simulation results. The goal is to validate the computational model devel-
oped in Chapter 3.

4.2.1 Vertical Velocity Field

First we check the vertical velocity field at the steady state which should be zero at all
grid points (4.3). Figure 4.1 depicts vertical velocity field at the steady state and agrees
with the theoretical result.

4.2.2 Horizontal Velocity Field

For horizontal velocity field u, first we look at time evolution of the velocity field with y.
Since, u is invariant with x (which will be experimentally later confirmed in this section),
we select a x = 2.5 and observe the variation of u with y in time as shown in Figure 4.2. u
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Figure 4.1: Vertical velocity field

is plotted starting from t = 0 where u = 0 at all values of y, steady state is reached around
t = 4 as we can see there is very small variation in u between t = 4 and t = 17. Next we
confirm if the nature of the y versus u curve in steady state agrees with the theoretical
findings.

To do this, two situations are considered, one when there is zero stress across the
interface as well as in the air i.e. (4.10) and (4.9) and another case when there is non-zero
stress (4.17). We plot theoretical curves and compare it with the curve obtained from
simulations as shown in Figure 4.3.

In Figure 4.3, the solid black curve is the experimental result for u profile whereas
dashed red curve is the theoretical result for the zero shear stress condition (4.9) and
(4.9). We can see that below the interface at y = 1 i.e. in water two curves are overlapping
which means there is good agreement between theoretical and experimental results, whereas
above the interface i.e. in air, the theoretical u is constant but experimental curve is still
parabolic and they are not overlapping although they are very close. The dashed blue curve
in Fiigure 4.3 represent theoretical result for variation of u with y but when shear stress is
non-zero at the interface (4.17). Again there is good agreement between theoretical result
and experimental results inside water but in the air large deviation.

This deviation between theoretical and experimental result needs further investigation
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Figure 4.2: Evolution of horizontal velocity u field over time w.r.t. y

but we are not interested in modelling the velocity field in the air as long as significant
agreement is achieved for the fields in water which we do for both zero-stress and non-zero
stress assumption. From this experiment we can conclude that the zero-stress assumption
is more accurate compared to non-zero-stress for the thin flow problem at hand with and
the specifications we used.

Another test we do is to check if there is variation of experimental u with x. Because
as we can see in equations (4.10), (4.9) as well as (4.17) there is no variation with x. So
we plot u at two different x values as shown in Figure 4.4. We can see two curves are
overlapping thus confirming the theoretical findings.

The goal of this research was to model u, v and p inside water correctly which is the
case.

Finally, we also want to check that if u varies with change in Reynold’s number of water
and air. We consider two cases here one with ReL = 1 and another with ReL = 2 and
ReA
ReL

=
1

15
. As it is apparent in (4.10), (4.9) and (4.17) that there is no u dependence on

Reynold’s number, it should be confirmed for simulation results. Figure 4.5 confirms this
finding.
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Figure 4.3: Comparison of theoretical steady state velocities with experimental steady
state velocity for zero stress and non-zero stress condition

4.2.3 Pressure

Last validation we perform is for the pressure gradient. We validate theoretical pressure
gradient found in (4.18) and (4.18). We have:

∂pL
∂y

= −3,

∂pA
∂y

= −3.

(4.21)

Firgure 4.6 shows the theoretical versus experimental pressure gradient at all y values.

As we can see the theoretical curve (dashed red)

[
∂p

∂y

]
theoretical

= -3 ∀y whereas experimen-

tal result

[
∂p

∂y

]
experimental

(solid black) is in close agreement with theoretical result except

near the interface where there is slight deviation from -3 of the order of 10−3.

So, we have demonstrated that computational model developed in Chapter 2 and 3 is
valid and the results achieved largely agree with that of theoretical results.
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Figure 4.4: horizontal velocity field at different x values
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Figure 4.5: horizontal velocity field at different Reynold’s number
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Figure 4.6: Experimental and theoretical pressure gradient,

[
∂p

∂y

]
, versus y
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Chapter 5

Conclusion

In this work, we developed a fluid simulator for steady state solution of a thin film of water
flowing down an incline. One of the main objectives of this research was how to capture
the evolving interface between air and water, and we used level set method to achieve this.
Since, the problem domain was infinite in horizontal direction, we assumed periodicity
in this direction with period of 5 and implemented periodic boundary conditions. We
described the governing Navier-Stokes equations for fluid motion and discretized them
using finite difference method. The discretization had to be done very carefully near the
interface because to compute some of the differential terms, the grid points required may
lie in different fluids. To achieve this we used interface conditions for both pressure and
velocity fields. Once we had the discretized equations, we implemented the fluid solver
by following a particular sequence of steps listed in the form of algorithm in Chapter 3.
Then we derived some theoretical steady state results for velocity field and pressure, and
compared the experimental findings with these theoretical results. We demonstrated that
there is a good agreement between the two with few exceptions.

5.1 Future Work

The objective of this research was to analyze steady state of a thin film flow, but in future
we would like to analyze non-steady flows which can be achieved by changing the initial
conditions to non-zero horizontal and vertical velocity field. By doing so, we would be
interested in the evolution of interface with time and expect it to exhibit ’wavy’ nature.
Also, in the nature and technological applications of thin film flows, the surface over which
thin film is flowing is not always smooth (which was the assumption in this work). Instead
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the surface can be corrugated, so we will be interested in simulation steady as well as
non-steady state flow over such a surface.
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