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Abstract

This report reviews positivity-preserving high-order well-balanced discontinuous Galerkin
methods for the shallow water equations that are of interest in modeling, for example,
flows in rivers and coastal areas. Well-balanced and positivity-preserving methods are
constructed to exactly preserve the still water steady state, and non-negativity of the
water height without loss of mass conservation.

In this report, the focus is on presenting both the derivation of well-balanced discon-
tinuous Galerkin and positivity preserving schemes for the shallow water equations. We
prove that, under a suitable Courant–Friedrichs–Lewy condition, the non-negativity of the
water height at the next time step is preserved, provided that the current water height
is non-negative. Finally, numerical experiments are performed in one dimension and then
extended to two dimensions to demonstrate the theoretical properties of the scheme.

iii



Acknowledgements

Love the loving and like to like, hate from abhorrence, be kind to affection,
placate with peace and be apart from divorcement. –Zartosht

I express my deepest gratitude to my esteemed supervisors, Sander Rhebergen and David
Del Rey Fernández, for their expert guidance, unwavering support, and significant assis-
tance with editing during my academic research. Their invaluable insights and kindness
enriched my journey profoundly.

Special thanks to Hans De Sterck, who previously served as our esteemed director
and is currently the Chair of Applied Mathematics, for his consistent encouragement and
support. Additionally, I extend my gratitude to George Labahn, our new director, for his
invaluable assistance. I am also thankful to the administration team, Maureen, Alicia, and
Tina, for their professionalism and support. To my dear friends, whose companionship and
support made the challenges of distance from family more bearable, I express my sincere
appreciation.

My heartfelt appreciation goes to my husband, my parents, my brother Behzad, for
their unwavering love and support.

iv



Dedication

I dedicate this achievement to the memory of my beloved brother, Behnam, whose spirit
continues to inspire me.

v



Table of Contents

Author’s Declaration ii

Abstract iii

Acknowledgements iv

Dedication v

1 Introduction 1

2 The discontinuous Galerkin method for the shallow water equations 3

2.1 DG for the shallow water equations: flat bottom topography . . . . . . . . 3

2.1.1 Mesh and function spaces . . . . . . . . . . . . . . . . . . . . . . . 3

2.1.2 Derivation of semi-discrete system . . . . . . . . . . . . . . . . . . . 4

2.1.3 Runge–Kutta time stepping . . . . . . . . . . . . . . . . . . . . . . 5

2.1.4 Slope limiters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2 DG for the shallow water equations: non-flat bottom topography . . . . . . 7

2.2.1 Naive DG discretization . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2.2 Well-balanced DG discretization . . . . . . . . . . . . . . . . . . . . 8

2.2.3 Slope limiting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.3 Positivity preservation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

vi



3 Numerical Examples 12

3.1 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3.2 One-dimensional examples . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.2.1 Accuracy test: Over a flat bottom . . . . . . . . . . . . . . . . . . . 14

3.2.2 Accuracy test: Over a non-flat bottom . . . . . . . . . . . . . . . . 14

3.2.3 Riemann problem on a flat bottom . . . . . . . . . . . . . . . . . . 17

3.2.4 Drain on a non-flat bottom . . . . . . . . . . . . . . . . . . . . . . 20

3.2.5 Vacuum occurrence by a double rarefaction wave over a step . . . . 20

3.3 Two-dimensional examples . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.3.1 An oscillating lake . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.3.2 Flow over a non-flat bottom . . . . . . . . . . . . . . . . . . . . . . 25

4 Conclusions 27

References 28

vii



Chapter 1

Introduction

Flows in lakes, rivers, irrigation channels and near-shore oceanic flows are of great interest
in hydrology, oceanography and climate modeling. Common to all of these flows is that
vertical scales of motion are much smaller than horizontal scales. Using this observation,
and the assumption of hydrostatic balance, the incompressible Navier–Stokes equations of
fluid dynamics can be simplified to the well-known shallow water equations. In one dimen-
sion, these equations are given by the following hyperbolic system of partial differential
equations (PDEs):

∂tu+ ∂xf(u) = s, (1.1)

where u = [h, hu]T , f(u) = [hu, hu2 + 1
2
gh2]T , and s = [0,−gh∂xb]T . Here h denotes the

total water depth, u the depth-averaged flow velocity, g is the constant acceleration due
to gravity, and b is the (fixed) elevation of the bottom topography. The free-surface of the
flow resides at z = h+ b. See Figure 1.1 for a depiction of the notation.

In this research paper we consider the numerical solution of the shallow water equations
by the discontinuous Galerkin finite element method. In particular, we will study: (i) the
numerical methods’ abilities to preserve the steady state solution, also known as the lake-
at-rest solution; and (ii) a positivity-preserving limiter for the numerical method. Below
we expand on these two properties.

Lake-at-rest. As the name suggests, the lake-at-rest solution is a solution to the
shallow water equations (1.1) in which there is no flow, i.e., u = 0. Setting u = 0 in (1.1),
the shallow water equations reduce to

∂th = 0 and gh∂xh = −gh∂xb. (1.2)
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Figure 1.1: Shallow water flow profile.

The first of these equations implies that h is stationary, while the second equation implies
that h+ b = c where c is some constant. In other words, the lake-at-rest solution is given
by u = 0 and h+ b = c where c is some constant. Many numerical methods fail to preserve
this steady state solution and introduce artificial flows. We will study an approach within
the discontinuous Galerkin framework that is able to preserve the lake-at-rest solution.

Positivity-preservation. When solving the shallow water equations (1.1), the total
water depth h may get arbitrarily close to zero, for example near the shore. Numerical
methods have difficulty resolving such solutions, often resulting in negative approximations
to h. A negative water depth is non-physical. Furthermore, negative h results in complex
eigenvalues in the system of PDEs (1.1). To see this, we write the shallow water equations
as

∂t

[
u1
u2

]
+ ∂x

[
u2

u2
2

u1
+ 1

2
gu21

]
=

[
0

−gu1∂xb

]
,

where u1 = h and u2 = hu. The Jacobian of the flux function is given by

∂f

∂u
=

[
0 1

−u2
2

u2
1
+ gu1

2u2

u1

]
=

[
0 1

−u2 + gh 2u

]
.

Its eigenvalues are found by solving det(∂f
∂u

− λI) = 0. For the shallow water equations
these are λ1 = u−

√
gh and λ2 = u+

√
gh. Since g > 0 we observe that if h is negative then

the eigenvalues are complex. This changes the shallow water equations from a hyperbolic
system of PDEs to an elliptic problem. This will result in numerical instabilities. For this
reason we will study how to preserve positivity of the total water depth h, again with the
discontinuous Galerkin framework.
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Chapter 2

The discontinuous Galerkin method
for the shallow water equations

In this chapter we give a brief overview of the discontinuous Galerkin (DG) method for
the shallow water equations (1.1) in one spatial dimension. In Section 2.1 we first consider
the DG method for the shallow water equations over a flat bottom topography, i.e., b = c
where c is a constant. This implies that s = 0 in (1.1). We proceed in Section 2.2 to
extend the DG method to the shallow water equations with non-flat bottom topography.
The main goal of this section will be to show how to maintain the lake-at-rest solution
when using a DG method. Finally, in Section 2.3, we study an approach that is able to
preserve the positivity of the total water depth h.

2.1 DG for the shallow water equations: flat bottom

topography

2.1.1 Mesh and function spaces

For simplicity we will assume that we are solving the shallow water equations on a domain
Ω = (0, 1) and time interval I = [0, T ] with T some final time. To discretize the shallow
water equations we first partition the domain intoN elementsKj = [xj−1, xj], j = 1, . . . , N ,
where xj = j∆x and ∆x = 1/N . Furthermore, let ∆t = T/M be a time step and introduce
the time levels tn = n∆t.
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For the discontinuous Galerkin method we approximate the solution to the shallow
water equations in the following finite dimensional space:

V h := {vh ∈ L2(Ω)2 : vh ∈ Pk(Kj)
2 j = 1, . . . , N},

where Pk denotes the space of polynomials of degree k. For simplicity, in the section we
derive the DG method only for k = 1. For k = 1, V h denotes the space of piecewise linear
polynomials that may be discontinuous across xj, j = 1, . . . , N .

2.1.2 Derivation of semi-discrete system

To derive the DG method for the shallow water equations, we first multiply (1.1) by a test
function vh ∈ V h in each element and integrate-by-parts to find:∫

Kj

vj
h · ∂tu

j
h dx−

∫
Kj

f(uj
h) · ∂xv

j
h dx+ f̂ j · v

j
h(xj)− f̂ j−1 · v

j
h(xj−1) = 0, (2.1)

where uj
h is the restriction of uh to element Kj and f̂ j := H(uj

h(xj, t),u
j+1
h (xj, t)) is a

numerical flux at node xj that is introduced for stability reasons. The numerical flux is an
approximation to the true flux f(u(xj)).

There exist many numerical fluxes, see for example [13]. For the flat bottom topography
case we consider the usual Lax–Friedrichs flux which, at node x, is given by:

H(a, b) = 1
2
(f(a) + f(b)− α

2
(b− a), (2.2)

where α is the maximum of the absolute eigenvalues computed over all elements in our
mesh.

A function uh ∈ V h can we expressed as

uh(x, t) = u
(0)
j (t)ψ0(x) + u

(1)
j (t)ψ1(x), for x ∈ Kj,

where ψ0(x) and ψ1(x) are basis functions. We choose Legendre basis functions. For

this, let K̂ = (−1, 1) be a reference element and define the mapping FKj
: K̂ → Kj as

ξ 7→ x = 1
2
(xj−1+xj)+

1
2
∆xξ. Define ψ̂0(ξ) = 1 and ψ̂1(ξ) = ξ. Then ψm(x) = ψ̂m(F

−1
Kj

(x))

for m = 0, 1. With these basis functions u
(0)
j is a approximation to the mean of u(x, t) on

element Kj and u
(1)
j is a slope. Since ψ0(x) = 1 we will from now on write

uh(x, t) = u
(0)
j (t) + u

(1)
j (t)ψ(x), for x ∈ Kj. (2.3)
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Substituting this expression for the trial function uh, and similarly for the test function
vh, in (2.1), we obtain the following semi-discrete system of ordinary differential equations
(ODEs): for j = 1, ..., N we have

d
dt
u

(0)
j (t) =

1

∆x

[
f̂ j−1 − f̂ j

]
(2.4a)

d
dt
u

(1)
j (t) =

3

∆x

[∫ 1

−1

f(uh(x(ξ), t)) dξ −
(
f̂ j + f̂ j−1

)]
. (2.4b)

2.1.3 Runge–Kutta time stepping

To solve the semi-discrete system of ODEs (2.4), we will use an explicit Runge–Kutta (RK)
time stepping method. To introduce the RK method we write the DG method as:

d
dt
uh(t) = L(uh(t)). (2.5)

We use the high-order total variation diminishing (TVD) Runge–Kutta method as pre-
sented in [12] (see also [7]). At time step n, this RK method is given as follows. Set

u
[0]
h = un

h. For i = 1, .., r, where r is the order of the scheme, compute

u
[0]
h =

i−1∑
m=0

αimu
[m]
h + βim∆t

nLh(u
[m]
h ), (2.6)

then set un+1
h = u

[r]
h . The coefficients αim and βim in (2.6) depend on the order r. These

are given by:

If r = 2 : α10 = β10 = 1, α20 = α21 = β21 =
1
2
, β20 = 0,

If r = 3 : α21 = β21 =
1
4

α30 =
1
3

β30 = α31 = β31 = 0 α32 = β32 =
2
3
.

For the RK method given in (2.6) to be TVD, we will require that λ := ∆t/∆x satisfies
the following CFL condition (see [7]):

λ ≤ λr = λ0min
im

αim

βim
, (2.7)

where, for r = 2 and r = 3, λr = 1.
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2.1.4 Slope limiters

As is typical on non-linear hyperbolic conservation laws, a solution to the SWE may be-
come discontinuous. Discontinuous solutions respresent hydraulic jumps and over-turning
waves. However, approximating discontinuous solutions is difficult for numerical methods
and typically result in large over- or under-shoots. These in turn affect stability of the dis-
cretization. To address these over- and under-shoots we use a slope-limiter. In particular,
we use the corrected minmod limiter from [11].

To define the corrected minmod slope-limiter we first consider the standard minmod
slope-limiter (see [7]). We introduce the following function:

m(a1, a2, a3) =

{
s ·min1≤i≤3 |ai|, if sign(a1) = sign(a2) = sign(a3) = s,

0, otherwise.
(2.8)

Consider now elements Kj−1, Kj, Kj+1. On these elements we have, see (2.3),

uh|Kj−1
= u

(0)
j−1 + u

(1)
j−1ψ(x),

uh|Kj
= u

(0)
j + u

(1)
j ψ(x),

uh|Kj+1
= u

(0)
j+1 + u

(1)
j+1ψ(x).

On element Kj we also define ∆+vj = vj+1− vj and ∆−vj = vj − vj−1. The minmod slope-
limiting procedure for the DG discretization is given as follows: After each Runge–Kutta
stage we replace uh|Kj

= u
(0)
j + u

(1)
j ψ(x) on element Kj by

u
(mod)
h |Kj

= u
(0)
j +m(u

(1)
j ,∆+u

(0)
j ,∆−u

(0)
j )ψ(x), (2.9)

where

m(a1,a2,a3) =

[
m((a1)1, (a2)1, (a3)1)
m((a1)2, (a2)2, (a3)2)

]
. (2.10)

The minmod slope-limiter, however, is know to lose accuracy. To avoid a loss in ac-
curacy, we will consider the corrected minmod slope limiter. This is defined by replacing
m(·, ·, ·) by m̄(·, ·, ·) which is defined as:

m̄(a1, a2, a3) =

{
a1, if |a1| ≤M∆x2,

m(a1, a2, a3), otherwise.
(2.11)

Here M = 2
3
M2 where M2 is an upper bound for |uxx| if u ∈ C2.

An alternative to applying the minmod slope limiter component-wise, as described
by (2.10), is to consider a characteristic approach [6]. We will apply the characteristic
approach in our numerical examples in Chapter 3.
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2.2 DG for the shallow water equations: non-flat bot-

tom topography

In this section we consider the DG discretization of the SWE with non-flat bottom topogra-
phy. A naive DG discretization of the SWE (1.1) will not satisfy the lake-at-rest conditions
(1.2) numerically. Therefore, we will extend and modify the DG method presented in Sec-
tion 2.1 in such a way that the lake-at-rest conditions (1.2) are satisfied numerically. Such
a DG method is called well-balanced. This will, for example, require a modification of the
numerical flux (2.2). We will follow the framework presented in [1, 10].

2.2.1 Naive DG discretization

We first show that a naive DG discretization does not satisfy the lake-at-rest conditions.
For this, define q = hu. The momentum equation of the SWE can then be written as:

∂tq + ∂xf(u) = s(h, b), (2.12)

where f(u) = hu2 + 1
2
gh2 and s(h, b) = −gh∂xb.

First, we project b into the finite element space

Vh := {vh ∈ L2(Ω) : vh ∈ Pk(Kj), j = 1, ..., N}.

We denote this projection by bh. Note that if h + b = constant, then hh + bh = constant.
Augmenting the DG discretization of the momentum equation in (2.1) with a discretization
of the source term, we obtain:∫

Kj

vh∂tqh dx−
∫
Kj

f(uh)∂xvh dx+ f̂jvh(x
−
j )− f̂j−1vh(x

+
j−1) =

∫
Kj

s(hh, bh)vh dx. (2.13)

(Note that, compared to (2.1), the superscripts j have been removed from the test and trial
functions. This has been done for notations purposes. Note, furthermore, that vh(x

−
j ) =

vjh(xj) and vh(x
+
j−1) = vjh(xj−1).) We will first show that this discretization does not satisfy

the lake-at-rest conditions. Let us define the residual at time-level n as

Rn = −
∫
Kj

f(uh)∂xvh dx+ f̂jvh(x
−
j )− f̂j−1vh(x

+
j−1)−

∫
Kj

s(hh, bh)vh dx.

7



To preserve the lake-at-rest at time-level n+ 1, we require Rn = 0. Assuming the discrete
solution satisfies lake-at-rest at time-level n, we write out the definition of f(·) and s(·, ·),
and find (using that unh = 0):

Rn = −
∫
Kj

1
2
gh2h∂xvh dx+ f̂jvh(x

−
j )− f̂j−1vh(x

+
j−1) +

∫
Kj

ghh∂xbhvh dx.

Integration by parts gives us:

Rn =

∫
Kj

∂x(
1
2
gh2h)vh dx+ (f̂j − 1

2
gh2h)vh(x

−
j )− (f̂j−1 − 1

2
gh2h)vh(x

+
j−1) +

∫
Kj

ghh∂xbhvh dx.

Since the solution at time level n satisfies the lake-at-rest condition, we have from (1.2)
that ∂x(

1
2
gh2h) = −ghh∂xbh and so the residual simplifies to:

Rn = (f̂j − 1
2
gh2h)vh(x

−
j )− (f̂j−1 − 1

2
gh2h)vh(x

+
j−1).

Since Rn is not zero in general, the solutions to a “naive” DG discretization of the mo-
mentum equation will not satisfy the lake-at-rest conditions at time-level n+ 1.

2.2.2 Well-balanced DG discretization

Changing the numerical flux f̂ in (2.13), we consider the following modified DG discretiza-
tion of the SWE:∫
Kj

vh · ∂tuh dx−
∫
Kj

f(uh) · ∂xvh dx+ f̂
l

j ·vh(x
−
j )− f̂

r

j−1 ·vh(x
+
j−1) =

∫
Kj

s(hh, bh) ·vh dx,

(2.14)

where the “left” and “right” numerical fluxes, f̂
l

j and f̂
r

j−1 respectively, are different from
the Lax–Friedrichs flux introduced in (2.2). These left and right fluxes will be defined such
that the DG method will satisfy the lake-at-rest conditions.

We write (2.14) as∫
Kj

vh · ∂tuh dx−
∫
Kj

f(uh) · ∂xvh dx+ f̂ j · vh(x
−
j )− f̂ j−1 · vh(x

+
j−1)

=

∫
Kj

s(hh, bh) · vh dx+ (f̂ j − f̂
l

j) · vh(x
−
j )− (f̂ j−1 − f̂

r

j−1) · vh(x
+
j−1). (2.15)

8



The left hand side is now the same as the left hand side of (2.1) while the right hand side
in (2.15) is our discretization for the source term.

Consider now the residual Rn for the modified DG scheme (2.15) when at rest:

Rn = −
∫
Kj

f(uh) · ∂xvh dx+ f̂
l

j · vh(x
−
j )− f̂

r

j−1 · vh(x
+
j−1)−

∫
Kj

s(hh, bh) · vh dx. (2.16)

As before, to preserve the lake-at-rest properties, we require Rn = 0. To achieve this, we
follow the approach of Audusse et al [1].

At each node xj we compute u±
h,j := uh(x

±
j ) and define

h∗,±h,j = max
(
0, h±h,j + b±h,j −max

(
b+h,j, b

−
h,j

))
, (2.17)

and

u∗,±
h,j =

[
h∗,±h,j

(h∗u)±h,j

]
. (2.18)

The definition of h∗,±h,j ensures that at steady state h+h,j + b+h,j = h−h,j + b−h,j. With these
definitions we now define the left and right fluxes as follows:

f̂
l

j = H
(
u∗,−

h,j ,u
∗,+
h,j

)
+

[
0

g
2

(
h−h,j
)2 − g

2

(
h∗,−h,j

)2] , (2.19a)

f̂
r

j−1 = H
(
u∗,−

h,j−1,u
∗,+
h,j−1

)
+

[
0

g
2

(
h+h,j−1

)2 − g
2

(
h∗,+h,j−1

)2] . (2.19b)

Here H is once again the Lax–Friedrichs flux (2.2).

Lemma 1. The modified DG method (2.14) with fluxes (2.19), which we call the well-
balanced DG method, is able to preserve the lake-at-rest solution.

Proof. We will confirm that Rn = 0 provided the lake-at-rest conditions at time-level n are
satisfied. (The lake-at-rest conditions at time-level n are hh + bh = constant and uh = 0.)
We start with integration-by-parts of (2.16):

Rn =

∫
Kj

∂xf(uh)·vh dx+(f̂
l

j−f−
j )·vh(x

−
j )−(f̂

r

j−1−f+
j−1)·vh(x

+
j−1)−

∫
Kj

s(hh, bh)·vh dx.

(2.20)
But, for the lake-at-rest conditions,

∂xf(uh)− s(hh, bh) =

[
0

ghh∂xhh

]
−
[

0
−ghh∂xbh

]
=

[
0

ghh∂x(hh + bh)

]
= 0. (2.21)

9



Therefore,

Rn = (f̂
l

j − f−
j ) · vh(x

−
j )− (f̂

r

j−1 − f+
j−1) · vh(x

+
j−1). (2.22)

The lake-at-rest conditions imply u∗,−
h,j−1 = u∗,+

h,j−1 and u∗,−
h,j = u∗,+

h,j and thereforeH
(
u∗,−

h,j−1,u
∗,+
h,j−1

)
=

f(u∗,+
h,j−1) and H

(
u∗,−

h,j ,u
∗,+
h,j

)
= f(u∗,+

h,j ). Consider the first term on the right hand side of
(2.22). Then

f̂
l

j − f−
j =f(u∗,+

h,j )− f−
j +

[
0

g
2

(
h−h,j
)2 − g

2

(
h∗,−h,j

)2]
=

[
(h∗u)+h,j − (hu)h,j

1
2
g(h∗,+h,j )

2 − 1
2
g(h−h,j)

2 + 1
2
g(h−h,j)

2 − 1
2
g(h∗,−h,j )

2

]
= 0.

(2.23)

We have shown that Rn = 0 and so the DG method (2.14) with fluxes (2.19) will result
in a discretization of the SWE that is able to preserve the lake-at-rest solution.

2.2.3 Slope limiting

To preserve the lake-at-rest conditions also with slope-limiting, the authors of [1, 16] pro-
pose the following approach. The slope-limiter is first applied to (hh + bh, qh)

T . This step
is used to flag the elements that require slope-limiting. In the second step, the slope limiter
is then applied to (hh, qh)

T on the flagged elements.

2.3 Positivity preservation

To simplify notation in this section, instead of writing h
(0)
j for the mean approximation

to h in element Kj, as introduced in (2.3), we will write h̄j. Furthermore, we define
hn,−j−1 = hh(x

−
j−1, t

n) and hn,+j+1 = hh(x
+
j , t

n). It was then shown in [15] that the well-balanced
DG scheme of the previous section, but using forward Euler time-stepping, preserves the
positivity of the mean of the water depth at time level n + 1, i.e., that h̄n+1

j ≥ 0, under

the conditions that h̄nj ≥ 0, hn,−j−1 ≥ 0, hn,+j+1 ≥ 0 and λα ≤ 1/2. However, instead of
preserving only the positivity of the mean, we are also interested in preserving the DG
approximation hh(x). Furthermore, we want to consider higher-order Runge–Kutta time-
stepping. To achieve positivity for RK-DG for hh(x), Xing, Zhang, and Shu [15] introduced
a positivity-preserving limiter, as we describe next.
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Let un
j (x) := un

h|Kj
. Then un

j (x) = (hnj (x), q
n
j (x)). Denote the means of hnj (x) and

qnj (x) in element Kj by h̄nj and q̄nj , respectively, and define ūn
j = (h̄nj , q̄

n
j ). The positivity-

preserving limiter is then defined as:

ũn
j (x) = θ(un

j (x)− ūn
j ) + ūn

j , (2.24)

where

θ = min

(
1,

h̄nj
h̄nj −mj

)
, where mj = min

x∈Kj

hnj (x).

To apply this limiter, we proceed as follows: After every Runge–Kutta stage, we first apply
the modified slope-limiter as discussed in Section 2.2.3 and then the positivity-preserving
limiter (2.24). If the mean of hh is negative, we halve the time step.
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Chapter 3

Numerical Examples

Prior to presenting the numerical results, we first provide an explanation of a few types of
boundary conditions (BCs) that are typically considered when solving the SWEs. We then
consider numerical examples demonstrating the well-balancedness and positivity preserva-
tion of the DG method. Although we only presented the DG method for k = 1 and for one
spatial dimension, we will present numerical results for k = 1, 2, 3 and for both one and
two spatial dimensions. For the numerical results the constant acceleration due to gravity
is set to g = 9.812 m/s2. We present the results under the CFL condition λ

ŵ1
α ≤ 1

k+1
,

α = max
(
|u|+

√
gh
)
where the maximum is taken over the whole domain.

3.1 Boundary conditions

In this section we discuss the various boundary conditions (BCs) considered in this section
and how to impose them numerically. Specifically, we use three types of BCs, transmissive,
reflective and periodic [2] which are described in the following sections.

Transmissive Boundary Conditions

Transmissive BCs at the left end of the domain are given as

h(x−0 , t) := h(x+0 , t), hu(x−0 , t) := hu(x+0 , t),

i.e., the arguments to the numerical fluxes are

H(h(x+0 , t), h(x
+
0 , t)), H(hu(x+0 , t), hu(x

+
0 , t)),

12



while on the right end they are

h(x+Ne
, t) := h(x−Ne

, t), hu(x+Ne
, t) := hu(x−Ne

, t),

i.e., the numerical fluxes should be

H(h(x−Ne
, t), h(x−Ne

, t)), H(hu(x−Ne
, t), hu(x−Ne

, t)).

The above simulate the condition when the water freely moves from left and right.

Reflective Boundary Conditions

Now we consider the case in which there exist a wall at the boundary. In this scenario, we
expect that when water wave reaches the wall it returns into the domain with the same
speed, but with the opposite direction. This is imposed as follows. At the left end of the
domain we have

h(x−0 , t) := h(x+0 , t), hu(x−0 , t) := −hu(x+0 , t),

i.e., the arguments to the numerical fluxes are

H(h(x+0 , t), h(x
+
0 , t)), H(−hu(x+0 , t), hu(x+0 , t)).

At the right end of the domain they are

h(x+Ne
, t) := h(x−Ne

, t), hu(x+Ne
, t) := −hu(x−Ne

, t),

i.e., the numerical fluxes should be

H(h(x−Ne
, t), h(x−Ne

, t)), H(hu(x−Ne
, t),−hu(x−Ne

, t)).

Note that all the values are the same as the transmissive case but the momentum has an
opposite sign.

Periodic Boundary Conditions

The last case is periodic BCs. For this condition, at the left end of the domain, we set

h(x−0 , t) := h(x−Ne
, t), hu(x−0 , t) := hu(x−Ne

, t),

13



i.e., the arguments to the numerical fluxes are

H(h(x−Ne
, t), h(x+0 , t)), H(hu(x−Ne

, t), hu(x+0 , t)).

At the right end the boundary conditions are:

h(x+Ne
, t) := h(x+0 , t), hu(x+Ne

, t) := hu(x+0 , t),

i.e., the arguments to the numerical fluxes are

H(h(x−Ne
, t), h(x+0 , t)), H(hu(x−Ne

, t), hu(x+0 , t)).

3.2 One-dimensional examples

3.2.1 Accuracy test: Over a flat bottom

We first consider the accuracy and order of convergence of the well-balanced RKDGmethod
described in Section 2.2. Despite considering a flat bottom, this tests the preservation of
accuracy when using the modified fluxes presented in Section 2.2.2. We solve (1.1) with
s = (f1(x, t), f2(x, t) and subject to the following initial conditions

h(x, 0) = 2 + ecos(2πx), u(x, 0) = sin2(cos(2πx)). (3.1)

The functions f1(x, t) and f2(x, t) are given functions such that

h(x, t) = 2 + ecos(2π(x−t)), u(x, t) = sin2(cos(2π(x− t))), (3.2)

are the exact solutions of (1.1).

We present L2 errors and rates of convergence for h and hu in Table 3.1 for k = 1, 2, 3.
We observe that the rates of convergence are k + 1.

3.2.2 Accuracy test: Over a non-flat bottom

We now consider the accuracy and order of convergence of the well-balanced RKDGmethod
described in Section 2.2 for the non-flat bottom topography case. We solve (1.1) with
s = (Z1(x, t),−gh∂xb + Z2(x, t) and subject to the following initial conditions (3.1) and
periodic boundary conditions on domain [0, 1]. The bottom topography is defined as b(x) =
sin2(2πx). The functions Z1(x, t) and Z2(x, t) are given such that the exact solution of the
problem is given by (3.2). The errors and rates of convergence are reported in Table 3.2.
We again observe that the rates of convergence are k + 1.
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Table 3.1: Errors and spatial computational order of the well-balanced positivity-preserving
RKDG method for the following shallow water equation over a flat bottom, see Section
3.2.1.

h hu

∆x L2 error rate L2 error rate

k = 1 1
10

2.8312× 10−2 – 1.5251× 10−1 –

1
20

7.0927× 10−3 1.9970 3.8672× 10−2 1.9795

1
40

1.7743× 10−3 1.9991 9.6933× 10−3 1.9962

1
80

4.4343× 10−4 2.0005 2.4208× 10−3 2.0015

1
160

1.1084× 10−4 2.0002 6.0492× 10−4 2.0006

k = 2 1
10

2.5735× 10−3 – 1.5315× 10−2 –

1
20

3.4088× 10−4 2.9164 2.0569× 10−3 2.8963

1
40

4.3876× 10−5 2.9578 2.6267× 10−4 2.9692

1
80

5.5412× 10−6 2.9852 3.3002× 10−5 2.9926

1
160

6.9464× 10−7 2.9959 4.1303× 10−6 2.9982

k = 3 1
10

2.3345× 10−4 – 1.3247× 10−3 –

1
20

1.3910× 10−5 4.0691 8.3361× 10−5 3.9902

1
40

8.5951× 10−7 4.0165 5.1789× 10−6 4.0087

1
80

5.3579× 10−8 4.0038 3.2309× 10−7 4.0026

1
160

3.3466× 10−9 4.0009 2.0183× 10−8 4.0007
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Table 3.2: Errors and spatial computational order of the well-balanced positivity-preserving
RKDG method for the following shallow water equation over a non-flat bottom, see Section
3.2.2.

h hu

∆x L2 error rates L2 error rates

k = 1 1
10

2.9100× 10−2 – 1.2031× 10−1 –

1
20

7.2507× 10−3 2.0048 2.9853× 10−2 2.0108

1
40

1.8431× 10−3 1.9760 7.4829× 10−3 1.9962

1
80

4.6519× 10−4 1.9862 1.8770× 10−3 1.9952

1
160

1.1652× 10−4 1.9973 4.6932× 10−4 1.9998

k = 2 1
10

2.7483× 10−3 – 1.3174× 10−2 –

1
20

5.4298× 10−4 2.3396 2.0200× 10−3 2.7053

1
40

1.3277× 10−4 2.0320 3.2952× 10−4 2.6159

1
80

3.3006× 10−5 2.0081 6.4236× 10−5 2.3589

1
160

8.2394× 10−6 2.0021 1.4641× 10−5 2.1334

k = 3 1
10

4.7474× 10−4 – 1.5295× 10−3 –

1
20

3.5716× 10−5 3.7325 9.3668× 10−5 4.0293

1
40

2.3223× 10−6 3.9430 5.9328× 10−6 3.9808

1
80

1.4657× 10−7 3.9858 3.7225× 10−7 3.9944

1
160

9.1830× 10−9 3.9965 2.3289× 10−8 3.9985
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3.2.3 Riemann problem on a flat bottom

Here, we consider the shallow water equations (1.1) with s = 0 subject to the following
initial conditions:

h(x, 0) =

{
hl, x < x0,

hr, x > x0,
u(x, 0) =

{
ul, x < x0,

ur, x > x0.

We consider transmissive boundary conditions on h and hu. The Riemann problem, also
known as the dam-break problem over a flat bottom, has the following exact solutions [4]:

√
gh(x, t) =



√
ghl, (x− x0) <

(
ul −

√
ghl
)
t,

1
3

[
ul + 2

√
ghl − x−x0

t

]
,
(
ul −

√
ghl
)
t < (x− x0) < Slt,

0, Slt < (x− x0) < Srt,
1
3

[
x−x0

t
− ur + 2

√
ghr
]
, Srt < (x− x0) <

(
ur +

√
ghr
)
t,

√
ghr, x− x0 >

(
ur +

√
ghr
)
t,

and

u(x, t) =



ul, (x− x0) <
(
ul −

√
ghl
)
t,

1
3

[
ul + 2

√
ghl + 2x−x0

t

]
,
(
ul −

√
ghl
)
t < (x− x0) < Slt,

0, Slt < (x− x0) < Srt,
1
3

[
2x−x0

t
+ ur − 2

√
ghl
]
, Srt < (x− x0) <

(
ur +

√
ghr
)
t,

ur, x− x0 >
(
ur +

√
ghr
)
t,

where Sl = ul + 2
√
ghl and Sr = ur − 2

√
ghr. Let x0 = 0. We consider the following two

sets of initial conditions:

h(x, 0) =

{
10, x ≤ 0,

0, x > 0,
u(x, 0) =

{
0, x ≤ 0,

0, x > 0,
(3.3)

and

h(x, 0) =

{
5, x ≤ 0,

10, x > 0,
u(x, 0) =

{
0, x ≤ 0,

40, x > 0.
(3.4)

We compute the numerical solution on a mesh with 200 uniform elements. In Figures 3.1
and 3.2 we compare the exact and numerical approximations at different time levels. In
Figure 3.1 we used the initial conditions in (3.3) and in Figure 3.2 we used the initial
conditions in (3.4). We observe that the numerical solution compares well with the exact
solution. We furthermore observe that the DG method is able to handle well the zero
depth height of initial condition pair (3.3).
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(e) Water height: DG (k = 3)
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(f) Discharge: DG (k = 3)

Figure 3.1: The numerical and exact solutions of the first Riemann problem with initial
condition (3.3) at different times and for polynomial degrees k = 1, 2, 3.
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(f) Discharge: DG (k = 3)

Figure 3.2: The numerical and exact solutions of the Riemann problem with initial condi-
tion (3.4) at different times and for polynomial degrees k = 1, 2, 3.
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3.2.4 Drain on a non-flat bottom

For this example we choose a domain Ω = (0, 25). Consider (1.1) with the following initial
condition

h(x, 0) = 0.5− b(x), hu(x, 0) = 0,

and bottom topography given by

b(x) =

{
0.2− 0.05 (x− 10)2 , 8 ≤ 12,

0, otherwise.

At x = 0 we consider reflective boundary conditions. Following [9] we impose h(x+Ne
, t) :=

10−15 and u(x+Ne
, t) := u(x−Ne

, t) at x = 25.

In our simulation we use 250 uniform elements and consider the solution for k = 1 and
k = 2. Figure 3.3 illustrates the solutions at various times, specifically at t = 10, 20, and
100. After an extended period of time, the solution stabilizes, showing still water the left
of the bump and a dry area on the right. The DG method is able effectively deal with the
dry area.

3.2.5 Vacuum occurrence by a double rarefaction wave over a
step

We consider a problem studied by Gallouet et al. [9] (see also [3, 14, 8]). Consider a domain
Ω = (0, 25). We consider the SWE (1.1) in which the discontinuous bottom is defined as

b(x) =

{
1, if 25

3
≤ x ≤ 12.5,

0, otherwise.

The initial water surface is h+ b = 10 and the initial discharge is:

hu(x, 0) =

{
−350 if x ≤ 50

3
,

350, otherwise.

We impose transmissive BCs for h and hu. We plot the solution computed on a mesh with
250 element in Figure 3.4 for k = 1, 2, 3 at different time levels. The solutions compare
well with those found in the literature, for example, [9, Figure 18]. We furthermore remark
the ability of the DG method to deal with zero water height.
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(d) Discharge: DG (k = 2).

Figure 3.3: The numerical solution of the drain on a non-flat bottom example of Section
3.2.4 at different time levels and for polynomial degrees k = 1, 2.
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0 5 10 15 20 25

-500

-400

-300

-200

-100

0

100

200

300

400

(b) Discharge: DG (k = 1).

0 5 10 15 20 25

0

2

4

6

8

10

12

(c) Water height: DG (k = 2).
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(e) Water height: DG (k = 3).
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(f) Discharge: DG (k = 3).

Figure 3.4: The numerical solution of the vacuum occurrence by a double rarefaction wave
problem described in Section 3.2.5. The numerical solution is computed at different time
levels on a mesh with 250 uniform elements. We consider polynomial approximations with
k = 1, 2, 3.
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3.3 Two-dimensional examples

The two-dimensional shallow water equations are given by:

∂tu+∇ · f(u) = s, (3.5)

where

u =

 hhu
hv

 , f(u) =

 hu hv
hu2 + 1

2
gh2 huv

huv hv2 + 1
2
gh2

 , s =

 0
−gh∂xb
−gh∂yb

 .
We refer to [5, 15] for a discretization of the 2D shallow water equations. All simulations
in this section only consider k = 1 in our polynomial approximation.

3.3.1 An oscillating lake

We consider the example from [15, Section 6.8]. For this we consider (3.5) on the domain
Ω = (−2, 2)2. The initial conditions are such that the exact solution to our problem is
given by:

h(x, y, t) = max
(
0,
σh0
a2

(2x cos(ωt) + 2y sin(ωt)− σ) + h0 − b(x, y)
)
,

u(x, y, t) = −σω sin(ωt), v(x, y, t) = σω cos(ωt),

where h0 = 0.1, σ = 0.5, a = 1, ω =
√
2gh0

a
, T = 2π

ω
and the bottom topography is given by

b(x, y) = h0
x2 + y2

a2
.

Given that the flow does not extend to the boundaries, we have the flexibility to choose
any boundary conditions without influencing the outcomes of the numerical solutions. The
simulation runs until time T

2
on a mesh using 100 × 100 uniform elements. We plot the

water surface at different intervals in Figures 3.5, 3.6, and 3.7. In these figures we also plot
the water surface along the line y = 0 and compare our numerical results with the exact
solution. We observe that our numerical results compare well with the exact solution.
Additionally, the DG method is able to correctly deal with the zero water depth.
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(a) Water height: y = 0. (b) Water height

Figure 3.5: The water surface level in the two-dimensional oscillating lake problem at
t = T

6
: DG (k = 1) using 100× 100 cell.
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(a) Water height: y = 0. (b) Water height

Figure 3.6: The water surface level in the two-dimensional oscillating lake problem at
t = T

3
: DG (k = 1) using 100× 100 cell.
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Figure 3.7: The water surface level in the two-dimensional oscillating lake problem at
t = T

2
: DG (k = 1) using 100× 100 cell.

3.3.2 Flow over a non-flat bottom

In this final example we consider the shallow water equations (3.5) on the domain Ω =
(−1, 1)2. We define the bottom topography as

b(x, y) = 2e
− (x−x0)

2

2c20
− (y−y0)

2

2c20 , x0 = −0.35, y0 = 0, c0 = 0.1,

and prescribe the following initial conditions:

h(x, y, 0) =

{
3− b(x, y), x > 0,

0, x ≤ 0
, hu(x, 0) = 0. (3.6)

We furthermore impose reflective BCs.

We compute the solution on a mesh using ∆x = ∆y = 1
50

until a final time t = 0.044.
We plot the water surface at initial and final times in Figure 3.8. Once more we observe
that the DG method is able to preserve the positivity of the water height.

25



(a) The initial water level (3.6).

(b) Top view of the water level at t = 0.044.

(c) Side view of the water level at t = 0.044.

Figure 3.8: The water level at t = 0 and t = 0.044 for the problem described in Section
3.3.2.
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Chapter 4

Conclusions

In this research paper, we implemented a high-order well balanced discontinuous Galerkin
method for the nonlinear shallow water equations with bottom topography. This report
was divided into two parts, a theoretical part in Chapter 2 and a numerical simulations
part in Chapter 3.

In Chapter 2 we first reviewed the DG method for the one-dimensional SWE with flat
bottom topography. We discussed the DG discretization, Runge–Kutta time stepping, and
slope limiters. We proceeded with reviewing the DG method for the SWE with non-flat
bottom topography. We showed that a naive DG discretization is not well-balanced and
then proceeded, following the approach of [1, 10], to derive a modified DG method that
is well-balanced. This was achieved by modifying the numerical fluxes. Since positivity
preservation of the water depth is crucial when solving the SWE, we finally followed the
approach of [15] to define a positivity preserving limiter.

Next, in Chapter 3 we ran numerical simulations with the DG method. First we
considered manufactured solutions to find the expected rates of convergence of k + 1 if
polynomials of degree k are used in the approximation. We proceeded with a variety of
one and two dimensional test cases and demonstrated that the DG method is well suited
to solve the SWE even when the water depth approaches zero.
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