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Abstract

Adaptive grid generation has a wide range of applications in the areas of fluid mechan-
ics, aerodynamics and heat transfer. It gives improvements in accuracy and efficiency of
the numerical computation of partial differential equations. In adaptive grid generation,
equidistribution has traditionally been a fundamental principle according to the literatures.

In this thesis, we propose a numerical method for generating two and three dimensional
equidistribution grids based on Monge-Kantorovich optimization, and we implement algo-
rithms based on our method. The procedure of our method involves solving a Monge-
Ampere equation using Hamilton-Jacobi-Bellman formulation. The algorithms are tested
with different examples. According to the numerical experiments, the algorithms generate
grids according to the equidistribution principle; the shapes of the generated grids match
the geometric features of the densities prescribed in the examples.
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Chapter 1

Introduction

Many problems of practical interest in the natural science, engineering and even finance can
be modeled and analyzed using partial differential equations (PDE). PDEs are a powerful
family of equations that describe how objects or quantities change over time under other
variables such as gravity, force and viscosity. Most PDEs are difficult to solve analytically.
This means that for many problems, there exists no natural “closed-form” expression which
is easily computed and understood in terms of the input quantities. In other words, the
solutions that we care about are implicitly described.

Typically, we approximate solutions to PDEs that cannot be solved analytically using a
popular technique called discretization. Discretization involves sampling the problem at a
fixed number of points and simulating the equations that describe the behavior. If enough
points are chosen, then simulating the equations will provide meaningful answers. Such
domains of sample points are often called grids in the literature. In a single dimension, a
grid corresponds to points on an arc; in higher dimensions, a grid corresponds to points in
some coordinate system.

A grid with its points evenly distributed is called a uniform grid. However, in many
applications, non-uniform grids in which points are not evenly distributed are more useful.
For instance, in modeling of hurricane and other storms, the physical processes (such as
the change of atmospheric pressure and the movement of convection currents) involved in
each region may vary widely. Active regions typically require densely spaced grid points to
capture features of interest, while less active regions can be coarsely simulated using widely
spaced grid points (Weller et al [29], Mandli and Dawson [22]). To meet the computational
requirements of such problems, the use of adaptive grid generation is required.



Figure 1.1: Left: hurricane storm surge (Image source: Berger [2]). Right: adaptive grid for storm surge
model. (Image source: Budd [3])

An important notion in adaptive grids is that of equidistribution; that is a given quan-
tity being distributed uniformly along cells in the grid. Equidistribution has traditionally
been a fundamental principle in adaptive grid generation (Huang et at [15], Thompson
[26]). The concept of equidistribution principle is first introduced by de Boor [10] for
solving boundary value problems for ordinary differential equations, involves choosing grid
points so that some measure of the numerical error of approximating a function using
piecewise polynomial functions (splines) is equalized over each subinterval. Huang et al
[15] show that this is a superior guiding principle for adaptive grid generation and leads to
improvements in accuracy and efficiency of the numerical computation of PDEs.

In one dimension (Thompson [20], Eiseman [12], Liseikin [21]), the grid constrained
to a given equidistribution principle exists uniquely, since each cell of the grid contains
only one unknown that can be uniquely determined by the specified Jacobian of the grid
transformation. In higher dimensions, there can be many possible grids that satisfy a given
equidistribution principle; additional constraints are typically required for selecting a grid
that is optimal according to some user criteria among all the possible grids. Such notions
of optimality include a grid transformed from a uniform grid using the least amount of
physical energy.

A number of different methods have been developed in the past for generating equidis-
tributed grid in two or higher dimensions. Huang and Sloan [16] developed an adaptive
grid method in two dimensions by considering equidistribution along a one-dimensional
grid in the multi-dimensional domain. The approach is attractive as it decomposes the
task of multidimensional grid generation into a series of one-dimensional grid equidistri-
bution. However, the grids obtained by this method are only locally equidistributed and
may even be folded (Huang and Sloan [10]). Another example is the deformation method



proposed by Liao and Anderson [19] based on the work of Moser [23, 9]. The method in-
volves computing the new positions of the points of an existing grid according to a system
of ordinary differential equations (ODE). The drawback of this method is that there exists
great latitude in choosing the ODE system, and for a fixed ODE system the resulting grid
does not appear optimal in any sense (Delzanno et al [11]).

Recently proposed numerical methods based on Monge-Kantorovich (MK) optimization
for optimal grid generation include the work of Delzanno et al [11], Sulman et al [25] and
Weller et at [28]. The common idea of these methods is to minimize a grid quality measure
derived from the MK transportation problem and constrained locally by the equidistribu-
tion principle, which involves solving a Monge-Ampere (MA) equation resulting from the
MK optimization. While these methods have many common characteristics, the difference
between the methods, on the other hand, appears in variations of the resulting MA equa-
tions and the techniques employed for solving the MA equations. For example, the method
proposed by Delzanno et al [11] involves solving an elliptic MA equation numerically with a
Jacobian-Free Newton-Krylov method. Sulman et al [25] compute the grid transformation
by integrating a parabolic MA equation to steady state at every step. Weller et al [28]
compute the grid transformation on a sphere by computing a semi-implicit solution of a
parabolic MA equation.

In this thesis, we propose a numerical method for two and three dimensional grid
equidistribution based on Monge-Kantorovich optimization, and we implement algorithms
based on our method. The procedure of our method involves solving an elliptic MA equa-
tion using Hamilton-Jacobi-Bellman (HJB) formulation. The advantage of our approach is
that the computation of the HJB formulation of the MA equation is numerically amenable,
since the differential operator of the HJB equation under fixed controls is linear, which will
be demonstrated in details in Chapter 3. We will show that, based on the numerical ex-
periments, our algorithms generate grids for prescribed densities according to the equidis-
tribution principle; the shapes of the grids match the geometric features of the prescribed
densities.

The remainder of this thesis is organized as follows. In Chapter 2, we provide the
necessary background knowledge about grid generation problem and basic concepts of the
method that we use to solve the problem. In Chapter 3, we present the algorithms for
solving the two-dimensional and three-dimensional grid generation problems. In Chapter
4, we discuss the results of our numerical experiments. Finally, we give a conclusion of our
work in Chapter 5.



Chapter 2

Background

Our objective is to generate adaptive grids in two and three dimensions according to the
equidistribution principle. The numerical method proposed in this thesis for solving the
problem is based on MK optimization. In this chapter, we provide background knowledge
on the concepts of our method. We start by explaining the mathematical formulation of
the grid generation problem and the connection between the MK optimal transport model
and the MA equation that we attempt to solve. Then we introduce the HJB formulation
of the MA equation and the related concepts.

2.1 Monge-Kantorovich Optimization

The grid generation problem considers generating a grid that evenly distribute a given
quantity along its cells. The mathematical formulation of the problem is as follows. Let
P’ be a prescribed positive, non-uniform density function on a physical domain Qp C R,
where n is the dimension of the space. Let x be a uniform grid in a computational domain
Q¢ C R™ and d"x and p be a constant density function on €2 such that p is equidistributed
over X, i.e,

p(x)d"x = constant,

where p(x)d"x is the mass in each cell d"x of the grid x (we note that d"x = dzdy in two
dimensions and d"x = dzxdydz in three dimensions). See Figure 2.1.
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Figure 2.1: Left: the image of a non-uniform density function p’ > 0 on a physical domain Qp = [0, 1] x
[0,1]. Right: the image of a constant density p > 0 equidistributed by a uniform grid x € Q¢ = [0, 1] %[0, 1].

The goal is to find a coordinate transformation ¢ : Q0¢ — Qp of x such that the new
grid x' = ¢(x) equidistributes the density p’ on Qp:

p(x")d"x" = p(x)d"x = constant. (2.1)

Accordingly, we have

/ p(x")d" ':/ p(x)d"x = constant. (2.2)
x'eQp xXEQe

Differentiating both sides of Equation (2.2), we get p/(x') det[J (x")] = p(x), or equivalently,

det[j(x’)]/;; g)) — 1, (2.3)

where J(x') is the n x n Jacobian matrix %—’i and det[J (x')] is the Jacobian determinant.
Equation (2.3) is called the equidistribution principle; it ensures the generated grid x’ is
equidistributed according to the prescribed densities p’ and p. The scalar function % is
also known as a monitor function in the literature.

Figures 2.2 and 2.3 are sketchs of the grid x’ generated according to p and p'.
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We note that the above grid generation problem is not well-posed for two or higher
dimensions. More specifically, there exist infinitely many transformations that solve the
problem. Figure 2.4 shows an example of the non-uniqueness of equidistribution grid in
two-dimensional.

Grid x' = (2, y/)
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Figure 2.4: Example of two different 2 x 2 equidistribution grid (solid lines) generated for the sample
prescribed density p’ (gray area: p’ = 3; white area: p’ = 1). The grid x’ on the left hand side is closer to
a uniform grid than the grid x” on the right hand side.

To make the problem well-posed, we aim at finding an optimal coordinate transforma-
tion ¢*(x) in a sense that it minimizes some measure of energy cost for transforming a
uniform grid x into a deformed grid x’ according to the equidistribution principle. For this
purpose, we use the Lo-norm to measure the grid displacement between x and x’. The
optimal transformation ¢*(x) is then defined as

¢*(x) = arg min/ Ix — ¢(x))7,d"x. (2.4)
#(x) x€Qg

That is, the optimal transformation ¢*(x) minimizes the total squared grid displacement
between x and x’. The optimal transformation exists uniquely amoung all the transfor-
mations that are constrained to the equidistribution principle (2.3). The minimization
problem (2.4) constrained to (2.3) is called Monge-Kantorovich (MK) optimization. As we
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will see later, the optimization (2.4) not only helps to reduce mesh skewness but it also
helps to prevent mesh tangling.

In this thesis, we specialize our discussion without loss of generality to the case that
Qo =Qp =Q.

2.2 Monge-Ampere Equation

Knott and Smith [17] show that the optimal transformation ¢*(x) that minimize (2.4) is
the gradient Vu(x) of a convex function u(x) € C(€2). Thus, to find the solution ¢*(x) to
the grid generation problem, it suffices to solve

det[D?*u(x)] =1, u is convex (2.5)

for u(x), where D?u(x) € R™" is the Hessian matrix of u(x) arising from (2.3). Let

flu(x)) = p,(%(;‘()x)). Then (2.5) can be rewritten as

det[D*u(x)] = f(u(x)), u is convex. (2.6)

Equation (2.6) is called Monge-Ampere (MA) equation.

We note that the grid generation method based on the MA equation (2.6) is robust to
grid tangling (Budd et al [1], Weller et al [28]) due to the convex constraint of (2.6). Since
u(x) is convex, det[D*u(x)] is positive, or equivalently, the Jacobian determinant det[7 (x')]
is positive. It follows that the J(x') is invertible (by the inverse function theorem) and so
the generated grid x” will not tangle.

We now specify the boundary conditions of (2.6) in order to complete the grid generation
model. Following Delzanno et al [I1], we require the gradient Vu(x), which corresponds
to the optimal transformation ¢*(x), to satisfy

(Vu(x) —x) -n =0 on 01, (2.7)

where 0€) denotes the boundary of 2, Vu(x) — x is the displacement of a point on 94,
and n is the unit vector normal to 0€). That is, the displacement of a point is tangential
to the boundary under the transformation ¢. Equation (2.7) is called Neumann boundary
condition.



2.3 Viscosity Solution

We note that the MA equation (2.6) is a fully nonlinear PDE, i.e., (2.6) is nonlinear in the
highest-order derivatives of the prospective solution u(x), since the left hand side of (2.6)
consists of products of the second-order derivatives of u(x). Accordingly, (2.6) may have
multiple weak solutions, i.e., solutions that satisfy the equation almost everywhere. We
are concerned with a particular type of weak solution, known as the viscosity solution.

The viscosity solution (Crandall et al [7], Crandall and Lions [3]) of a fully nonlinear
PDE is a type of weak solution. The notion of viscosity solution is first introduced by
Crandall and Lions [8] as a generalization of the classical concept of a solution to a PDE
and it allows merely continuous functions to be solutions of fully nonlinear equations of
second order (Crandall et al [7]). In our grid generation problem, we are interested in the
viscosity solution of (2.6), since the viscosity solution of the MA equation is globally convex
(Froese and Oberman [13]) while other weak solutions may not be convex. In addition, the
existence and uniqueness of the viscosity solution of the MA equation (2.6) are guaranteed
due to the constraint that u is convex and that  is bounded and convex (Crandall et al
[7] and Gutiérrez,[11]), which makes the problem well-posed.

To give precise definition of the viscosity solution of (2.6), we rewrite the MA equation
(2.6) as
F(x, D*u(x)) = — det[D*u(x)] + f(u(x)) = 0. (2.8)

Definition 2.1. A convez function u € C(Q2) is a viscosity sub-solution (or super-solution)
of the MA equation (2.8), if for all the test functions v € C*(Q) and all x € 0, such that
u — v has a local minimum (or mazimum) at x, we have

F.(x, D*v(x)) <0 (or F*(x, D*v(x)) > 0),

where F, (or F*) is the lower (or upper) semi-continuous envelope of F : C — R on a
closed set C', defined as:

Fi(x) = lim inf F(y) (07“ F*(x) = lim sup f(y)) .

y—z, yel Y= yel

Furthermore, u is a viscosity solution if it is both a viscosity sub-solution and super-solution.

According to Barles and Souganidis [1], it is desirable to employ a monotone scheme in
the discretization of a fully nonlinear second order PDE in order to converge to the viscosity
solution of the PDE. The definition of a monotone scheme (Barles and Souganidis [1]) is
included as follows.



kr
Definition 2.2. A scheme in the form u!™' = Z bpuiy, (where ki, and Kg are two
k=—kr,
non-negative integers, by are the coefficients of the scheme, and ug,, are data value at time
level n) is said to be monotone, if all coefficients by are non-negative.

2.4 Hamilton-Jacobi-Bellman Formulation

Our goal is to compute the viscosity solution of the MA equation (2.6). While we could
attempt to solve (2.6) directly, we notice that it is difficult to design a numerical scheme
for discretizing (2.6) due to the nonlinear operator det[D?u] in it. Instead of solving
the equation (2.6) directly, we convert (2.6) into an equivalent Hamilton-Jacobi-Bellman
(HJB) equation (Chen and Wan [5, 0]). As we will see later, the differential operator of the
equivalent HJB equation under fixed control parameters is linear, which makes the HJB
equation amenable to numerical techniques. Hence, we apply the HJB formulation in the
numerical computation of the MA equation (2.6).

The equivalence of MA equation and HJB equation is first established by Krylov [18]
and Lions [20] for arbitrary dimensions. We include the equivalence as follows.

We adopt the notation that A > 0 (or A < 0) means that A is positive semi-definite
(or negative semi-definite). We note that A is symmetric if A > 0 (or A < 0).

Lemma 2.1. Let B € R™™" be a symmetric matriz, n > 2, and let ¢ > 0. Define the set
Sf={AeR”™:A=0, TrA] =1}. (2.9)
Then

max{Tr(AB) + cy/det[A]} =0 (2.10)

Aesf
if and only if

B <0, ni/det(—B) = c. (2.11)

Proof. We refer readers to Lemma 2.6 of Smears [2/] O

By applying Lemma 2.1, we reformulate the MA equation (2.6) into the following HJB
equation (2.12):

10



Theorem 2.1. Let Q C R™ be a convex set. Let u € C*(Q) be a conver function, and
f € C(Q) be a non-negative function. Then u solves the MA equation (2.6) if and only if
it solves the following HJB equation

max {— Tr[A(x) D?u(x)] + n {/det[Ax)] f(u(x))} —0 (2.12)

A(x)eST
where Sy is the set defined in (2.9) and A(x) € S{ is the control at point x € (.

Proof. Let ¢ = n3/f, B = —D?u. Then Equation (2.10) becomes (2.12), and (2.11) gives
det[D?u] = f, which is the MA equation (2.6). By Lemma 2.1, u solves (2.6) if and only
if it solves (2.12). O

11



Chapter 3

Methodology

In the previous chapter, we provided background knowledge of our method for grid gen-
eration, including the HJB formulation (2.12) of the MA equation (2.6) that arises from
the grid generation model. In this chapter, we present our contribution of solving the HJB
equation (2.12) in two and three dimensions numerically using finite difference methods and
constructing algorithms for grid generation. We start by introducing the parametrization
of the HJB equation (2.12) in two and three dimensions. Then we describe the monotone
schemes employed for discretizing the parametrized HJB equations and the resulting dis-
crete systems. At last, we present the algorithms based on our numerical method for grid
generation.

For simplicity, we specialize our discussion to the case that p =1, = [0, 1] x [0, 1] for
two-dimensional case and © = [0,1] x [0, 1] x [0, 1] for three-dimensional case.

3.1 Parametrization

Our objective is to solve the HJB equation (2.12) for u(x). For this purpose, we need an
explicit form of the matrix A(x) in (2.12). Since A(x) € S} is positive semi-definite, it can
be diagonalized by an orthogonal matrix. More specifically, A(x) can be parametrized by
a set of controls, which is shown as follows. We note that the following parametrization
covers all the matrices contained in the set Sy, i.e., the parametrization is fully general.
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3.1.1 2D Case

In two dimensions, following the work of Chen and Wan [5, (], we parametrize A(x) using
a pair of controls (a(x),6(x)) at point x as

A(x) = P(0(x))" D(a(x)) P(0(x)), (3.1)

where

PO = (i 009 . pla)

—sinf(x) cosf(x)

I
VR
=
)
—_
|
Q o
—~
S
~
Q0
=
o,
w
N

a(x) € [0,1], 0(x) € [—m, 7).

We note that the matrix P(f(x)) in (3.2) is an orthogonal matrix. Let I' = [0, 1] x [—7, 7]
denote the set of admissible controls from (3.2) and let C(x) denote the pair of controls
at point x, i.e., C(x) = (a(x),0(x)). By (3.1) and (3.2) , the HIB equation (2.12) in two
dimensions (i.e., n = 2) can be re-formulated as the following equation, which we attempt
to solve:

s { = (C3) tea(X) — 0 (Cx) ity (X)

(a(x),0(x))€
—2012(C() ity (%) + 24/a(3)(1 = a()) F(u()) } =0, (3.3)

where aq1(C(x)), a12(C(x)), a2(C(x)) are coefficients of the second order derivatives
Uz (X), Ugy(X), Uyy(x) of u(x), defined as:

01 (C(x)) = 31 — (1~ 2a(x)) cos 20(x)],
0(C(x)) = 31 + (1~ 2a(x)) cos 20(x)],
ans(C(x)) = %(1 — 2a(x)) sin 26(x).

The differential operator of the HIB equation (3.3) is

Dew = —0q1(C)ugy — a92(C)uyy — 2a12(C)ugy + 2v/a(l —a) f,

which is linear under fixed controls C. Thus, comparing with the MA equation (2.6) that
is non-linear, the HJB equation (3.3) is more amenable to numerical techniques.
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3.1.2 3D Case

We generalize the technique of parametrizing A(x) in two dimensions for the three dimen-
sional case. We parametrize A(x) in three dimensions using a set of controls (a;(x), az(x),
0(x), p(x),1(x)) at point x as follows:

A(x) = P(0(x), o(x), 9 (x))" D(a1(x), a2(x)) P(0(x), ¢(x), ¥(x)), (3.4)

where

costpcosy —sinycosf + cosysinpsind  sinsinf + cos 1y sin p cos b
P(0,p,¢) = | sintbcosp  costpcosh +sinysinpsingd  — cospsind + sin sin ¢ cos f

—sing cos psin 6 cos p cos 6
al O 0
D(aj,a2)=| 0 a2 0 and (3.5)

0 0 1— a1 — ag
a € [07 1]3 az € [Oal _al]a NS [_77771')7 p e [_71-77.[')7 rd} S [_ﬂ-aﬂ-)'
We note that the matrix P(6(x), p(x), % (x)) in (3.5) is an orthogonal matrix. Let C(x) =
(a1(x), as(x),0(x), p(x),1(x)) denote the set of controls at x and let I' denote the five-
dimensional set of admissible controls from (3.5). By (3.4) and (3.5), the HJB equation

(2.12) in three dimensions (i.e., n = 3) can be rewritten as the following equation, which
we attempt to solve:

o {—011(C(x))uge(x) — 22 (C (%) )ty (x) — 33(C(x))uz2 (%)
—2012(C(x) gy (x) — 20013(C (%) )tz (x) — 20023(C(x) gz (%)
+3v/a1(x)as (%) (1 — a1(x) — as(x)) f (u(x)) }=0, (3.6)

where U, (X), Uyy(X), Uz(X), Ugy(X), Uzz(X), uy.(x) are the second order derivatives of
u(x), and

a11(C(x)) = (cos® 9 cos® p)ay + (sin? 1) cos® )ay + sin® (1 — a; — ay),
Qo2(C(x)) = (—sini cos § + cos 1 sin psin 0)a,

4 (cos ) cos @ + sin 1 sin @ sin 0)2ay

+ cos? psin? (1 — a1 — ay),
33(C(x)) = (sinsin @ + cos ¥ sin ¢ cos 6)%a,

4 (— cos 1) sin @ + sin ¢ sin ¢ cos 0)2ay

+ cos? pcos? (1 — a; — ay),
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a12(C(x)) = cos) cos p(— sin 1) cos b + cos 1 sin @ sin b)a,
+ sin v cos B(cos ¥ cos 6 + sin ¢ sin p sin @) as
—sinpcospsinf(1 — a; — ag),

a13(C(x)) = cos ) cos p(sin ) sin O + cos 1 sin ¢ cos 0)a,
+ sin v cos ¢ (— cos ¥ sin 6 4 sin 1) sin p cos 0)ay
—sinpcospcosf(1 —a; — ag),

an3(C(x)) = (—sinw cos @ + cos 1 sin p sin ) (sin ¢ sin 6 + cos 1 sin ¢ cos 0)a,
+ (cos 1) cos 8 + sin ¢ sin p sin 6) (— cos 1 sin 6 4 sin 1) sin p cos 0)ay
+ cos® psin B cosO(1 — a; — ay).

We note that the differential operator of the HJB equation (3.6) is

DC,U = - all(c)uzx - CV22<C)uyy - Oégg(C)UZZ - 2@12(C)uazy

— 2013(C)uy, — 20093(C)uy, + 3{’/a1a2(1 —a; — as)f,

which is linear under fixed controls C.

3.2 Finite Difference Discretization

We now discretize the re-formulated HJB equations (3.3) and (3.6) using finite difference
methods. We intend to use monotone schemes in order to converge to the viscosity solu-
tions, as we mentioned earlier in Section 2.3.

For brevity, we use the following notation:

Uij (or U; ;) = discrete approximation of u(x; ;) (or u(x;x)),

Jig (or figr) = fluxiy)) (or fu(xijx))),

ai; = a(xq;),

Cij = the controls (a(x;;),0(x;;)), (3.7)
Cijr = the controls (a1(x; k), a2(Xijk), 0(Xijk), ¢(Xijk), V(Xijk))s

(Qind)ij = ina(Cij), ind € {11,12,22}.

(Qind)ijk = ina(Cisx), ind € {11,22,33,12,13,23}.
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3.2.1 2D Case
In two dimensions, we consider an N x N square grid
{xi; = (xi,y;)| xi; € Qfor 1 <i,j <N; x;;, € 0 fori,j=0o0r N+ 1}

with grid size h = +. We approximate u,,(X;;) and uy,(x;;) in (3.3) using central finite
differences:

1

Uy (Xig) = (Ui )iy = ﬁ(Uij — 20U + Uic1 ), (3.8)
1

Uyy(Xi ) R (Uyy)ij = ﬁ(Ui,jH —2U;j + Uij-1). (3.9)

For wu,,(x;;) in (3.3), we approximate it using a standard 7-point stencil discretization,
which leads to a monotone scheme in the following two cases (Chen and Wan [5, 0]):

(i) if
(a11)ij > [(12)ij], (a22)ij > [(c2)i;], and (ai2)i; >0, (3.10)

then wuy, (x; ;) ~ (Uzy)g}j), where

(ny),(}j) _ 2Uij + Uip1 41 + U1 j1 —2(21‘;173‘ —Uiz1j — Ui jp1 — Ui,j_l. (3.11)
(ii) if
(a11)iy = |(an2)igl, (@22)iy = [(ar2)igl, and (an2)i; <0, (3.12)
then g, (x; ;) ~ (ny)g?j), where
(ny)z(,gj) _ —2U;; — U151 — Uisijn Z}IL/;;H,]- + Uiz + Ui jp1 + Ui’jﬂ. (3.13)

If either Condition (3.10) or Condition (3.12) is satisfied at x; ;, then the discretization of
the HJB equation (3.3) at x; ; can be written as

idx
Jnax, {—(au)i,j(Um)i,j = 2(012)i,5(Uy)y5 ™ = (22)ig (U )i + 2\/%‘(1 - az‘,j)fz‘,j} =0, (3.14)
7
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where

[ _ USy) in (3.11) , if Condition (3.10) is satisfied,
W UL in (3.13) , if Condition (3.12) is satisfied.

We note that Conditions (3.10) and (3.12) are determined by the coefficients (cu1);,
(ov2);; and (aa2);j, which depend on the controls C; ;. The computation of C; ; depends
on f;;, which further depends on the values of the prescribed density functions p and p'.
According to our numerical experienments, if p and p’ are smooth functions, i.e, p and
P’ have continuous derivatives up to first order over their domains, then either Condition
(3.10) or Condition (3.12) is satisfied at each point x; ;.

3.2.2 3D Case

In three dimensions, we consider an N x N x N cubic grid

{Xijr = (i, yj,26) | Xijp € Qfor 1 <id, 5,k < N; x5 € 00 for i, j,k=0o0r N+ 1}

with grid size h = % Similar to the two-dimensional case, we approximate gz, (X; k),

Uyy (X ) and u,,(x; ;%) in (3.6) using central finite differences:

1

Uge (Xijik) 2 (Ura)ije = E(Ui—i-l,j,k —2Uijk + Uis1k) (3.15)
1

Uyy (Xijk) = (Upy)ijk = ﬁ(Um‘H,k —2Uijr+Uij-1k) (3.16)
1

Uz (X ) = (Usz)ijh = ﬁ(Uz‘,g‘,kH —2Ui ik + Ui jr-1)- (3.17)

For w,y (X j k), Uzs(Xi ;%) and u,,(X; ;%) in (3.6), we approximate them using standard

7-point stencil discretization. For u,,(x; %), we consider the two approximations (ny)flj)k
and (Uwy>§2])k that are derived from the Taylor expansions of U1 j41.%, Ui—1,j-14, Uit1,j-1,k

and Ui—l,j-{—l,k:

U )(1) 2Uijk Y Uipr e tUicrjo1k — Uis1ke — Uik — Uik — Uij—1k
y

i,j,k = 2h2 ) (318)
(ny)ggj)k _ —2Ui ik — Uit1j-16 — Uim1 41k +2[2i2+1,j,k + U1k +Uiji1 e + Ui,j—l,k:‘ (3.19)
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Similarly, for w,.(x; ;) and u,,(x; k), we consider the following approximations:

w )(1) 2U; jk + Uip1,j k1 Uit k-1 — Uis1 ik — Ui ik — Ui jes1 — Ui jr—1
Tz

ijk oh2 : (3.20)
(sz)zg?j{k _ =2U; ik — Uit1,jk—1 — Ui j k41 +2Zz‘2+1,j,k +Ui—1jk + Ui jrt1 + Uz‘,j,k—lj (3.21)
(Uyz)g}j)’k _ Wik +Uijiikrr + Uij1ke-1 = IQJ;L;Hk —Uij-1k—Uijrr1 — Ui,j,kfl’ (3.22)
(Uyz>§72j)7k _ Wik = Uijrik—1 = Uij1k11 +2Zi2,j+1,k tUij—1k + Uijhs1 + Uijo—1 (3.23)

Theorem 3.1. The discretization (3.15) — (3.23) of the second-order derivatives of u(x; ;)
can lead to a monotone scheme for discretizing the HJB equation (3.6) in the following eight
cases:

(i) if
(@12)ijk =0, (@13)ijk >0, (23)ijk >0, (11)ijk > |(12)i k| + [(@13)i ks
(22)ijk > [(a12)ijkl + [(a23)ijkl, (ass)ijre > |(13)ijkl + [(@23)ijkl, (3.24)

~ (1) ~ (1) ~ (1)
then Uy (Xijk) = (Usy); jrr tee(Xigin) B (Usz); j g Uys(Xign) = (Uyz); g

(i) if
(012)i56 <0, (@13)ijk >0, (@23)ijk >0, (11)ijk > |(12)ijk + [(@13)i k],
(@22)ijk > [(@12)ijkl + [(23)ijkls (@33)ijk > [(@13)ijk| + |(23)i k!, (3.25)

2 1 1
then ey (Xijn) = (Usy)s s (Xiga) & (Uss)s s tys(Xiju) = (Uya) ).

(iii) if
(a12)ijk =0, (@13)ijk <0, (@23)ijk =0, (11)ijk > |(12)ijk| + [(@13)i ks
(022)i 5k > [(@12)i k| + 1(23)ijkls (33)ijk > [(013)i k] + |(23)i ks (3.26)
—~ (1) ~ (2) —~ (1)
then uay(Xijr) & (Usy)i jar Uoz(Xigi) & (Usz)ijp Uy=(Xige) = (Uys); ji
(iv) if
(12)ijk <0, (13)ijk <0, (a23)ijr =0, (a11)ijr = [(@12)ijkl + [(@13)i .kl
(22)ijk > [(a12)ijkl + [(a23)ijkl, (ass)ijre > |(@13)ijkl + [(@23)ijkl, (3.27)

2 2 1
then ey (%i0) & (Usy) (e o (Ri) & (Une) s thye(Xiga) = (Uy2)()

18



(v) if

(@12)ijk =0, (@13)ijk >0, (23)ijre <0, (11)ijk > |(12)i k| + [(@13)i ks
(@22)ijk > [(@12)ij k] + [(@23)ijkl, (a33)ijr > [(Q13)ijel + |[(@23)i ikl (3.28)

1 1 2
then gy (Xijr) = (ny)z(,j),m Uz (Xiji1) ~ (sz)z(,j),k’ Uy (Xij k) =~ (UyZ)z(,j),k'
(vi) if
(12)ijk <0, (13)ijk =0, (a23)ijr <0, (a11)ijr = [(12)ijkl + [(@13)i .kl
(022)i 5k > [(@12)i k| + 1(23)i gkl (33)ijk > [(013)i k] + |(23)i ks (3.29)

2 1 2
then ey (Xign) = (Usy)s s (Xiga) & (Uss)s s tys(Xija) = (Uyz)

(vii) if
(@12)ijk =0, (@13)ijk <0, (23)ijk <0, (11)ijk > |(12)i k| + [(@13)i ks
(22)ijk > [(a12)ijkl + [(a23)ijkl, (@s33)ijr > [(a13)igkl + [(a23)ikl, (3.30)

1 2 2
then tyy (Xi i) & (Uny)\ D ttae(Xiga) & (Uae) g e (Xiga) = (Uye) 2

(viii) if
(12)ijk <0, (13)ijk <0, (a23)ijr <0, (a11)ijr = [(@12)ijkl + [(@13)i .kl
(022)i 5k > [(@12)i k| + 1(23)i gkl (33)ijk > [(013)i k] + |(23)i ks (3.31)

2 2 2
then ey (Xign) = (Usy)s s (Xiga) & (Uss)sbps tys(Xija) = (Uyz)

Proof. There are eight possible numerical schemes for discretizing the HJB equation (3.6)
at point x;;x, based on the approximations (3.15) — (3.23), since each of the derivatives
Ugy (Xijk), Uez(Xijk) and uy.(X; ;) has two forms of discretization. Let Cy,, denote
the coefficient of U; ;; in the discretized HJB equation obtained by using one of the eight
schemes. By Definition 2.2, the employed scheme is monotone if Cy;, ;, > 0 and CUi’,j’,k’ <0
for all (¢, j', k") # (i, j, k), which leads to Conditions (3.24) — (3.31) as follows.

(i) Suppose the discretization scheme is constructed using

1 1 1
Uy (Xig0) 2 (Uig) s ttoe (i) = (U Ds ye(xigin) = (U)LY,
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Then the scheme is monotone if

( . _ 2((e11)ig et (a22)s g et (33)i 5, —(012)4, 5,k —(@13) i 4. —(@23) i 5. k) >0
Bik h? =
CUi+1jk — CUZ_ljk — ( ll)z,],k ( 122)7,,],]6 ( 13)z,j,k S O’
Cy = Cy _ —(0422)i,j,k+(al22)i,j,k+(023)i,j,k <0
i,j+1,k i,5—1,k h —
o _ —(a33);,5,k+(13)s 5,6+ (23)5 5.k
OUi,j,kJrl - CUzj,kfl - o) n2 <0,
_ _ —(o12)ik
CUi+1,j+1,k - CUi—l,j—l,k - ( h2) <0,
o _ —(0a3)i gk
OUi+1,j,k+1 - CUi—l,j,k—l - ( h2) <0,
_ _ —(a23)i 4k
\CUi,jJrl,kJrl - CUi,jfl,kfl - 12 < 07

which is fulfilled if Condition (3.24) is satisfied.
(ii) Suppose the discretization scheme is constructed using

2 1 1
Uy (X i) & (Usy)\ s s (i) & (Uaa)t s e (X)) = (Uya)S)s

Then the scheme is monotone if

y b = 2((a11)i,j,k+(a22)i,j,k+(O{33)i,j,/;:2r(a12)i,j,k*(alg)iyjyk7(a23)i!j!k) >0
CUljljk = C(Uiq,j,;C = _(all)i’j’k_(an)i,]’,k"‘(alS)i,j,k <0,

CU’ivj+1,k = CUi,j,Lk = _(a22)i’j”“_(an)i,j,k+(023)i,]’,k <0,

CUi,j,kH = C’Uw-’ki1 = 7(a33)ivﬂ'»k+(az32)i,j,k+(a23)i,j,k <0,

Cuirsoin = CUisiginn = (O”Z# <0,

CUi+1’j’k+1 - CU"*LJ',kfl - % < 07

‘CUi’j“*’““ - CU’L':Jfl,kfl = % <0,

which is fulfilled if Condition (3.25) is satisfied.
(iii) Suppose the discretization scheme is constructed using

1 2 1
Uy (Xig0) = (Uy) s ttos(Xigae) & (U)o s (Xiin) = (U)LY,
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Then the scheme is monotone if

which is fulfilled if Condition (3.26) is satisfied.
(iv) Suppose the discretization scheme is constructed using

2 2
Uy (Xi i) = (Usy)\ s e (Xigie) & (Uas) Vs g

Then the scheme is monotone if

(Xijr) = (Uyz)

which is fulfilled if Condition (3.27) is satisfied.
(v) Suppose the discretization scheme is constructed using

Uy (X i) 2 (U s e (i) =~ (Uaa)ts y

21

(xijk) = (Uyz)

( - — 2((a11)i,g e+ (22)i 4,6+ (33)s 5,k —(12)s 5 6+ (13)5, 5, —(@23)i,5,5) >0
igk h? =
CUi+1jk - CUz—ljk — )it 122)1’]’]6 (o1s)igk <0,
CUi,j+l,k - CUZJ*l,k = ~omlijatl 1h22)m’k e <0,
_ _ —(@33)i,5,6—(013),5,k+(23)5 j 1

OUi,j,kJrl - CUzj,kfl - o) n2 <0,

_ _ —(012)i 4.k
OUi+1,j+1,k - CUi—l,j—l,k - ( ;12 < 07

_ __ \@13)i,5.k
CUisr i = Ot i = (h2) <0,

_ _ —(a23)i 4k
\CUi,jJrl,kJrl - CUi,jfl,kfl - 12 <0

(1)
i’ij‘

( Uijk — 2((au)i'j’kJr(a”)i*j*k+(°‘33)i,j,l;:2r(alz)i,j,k+(a13)i,j,kf(azg)i,j,k) >0,
CUljljk = C(Uiq,j,;C = _(all)i’j’k_(an)i,j,k_(Oéls)i,j,k <0,

CUivj+1,k = CUi,jfl,k = _(a22)i’j’k_(afz)iaj,k+(013)i,j,k <0,

CUi,j,kJrl = CUi,j,kfl = 7(a33)i‘j‘k7(af2)i,j,k+(a23)i,j,k <0,

Cuirsoin = CUisiginn = (O”Z# <0,

CUiﬂ’j’k’l - CUifl,j,kﬂ = (al;}# <0,

‘CUi’jH‘k“ - CUixj*l,kfl = % <0

(2)
i?ij: :



Then the scheme is monotone if

( . _ 2((e11)ig et (a22)s g et (33)i 5, —(012)4, 5,k —(@13) i 4, H(@23) i 5. k) >0
igk h2 -
i gkt (12)i 56 +(013)4,5,k
Cur CU —(a11)4,5,k s dk < (),
i+1,5,k —1,5,k 2
CU CU _ (0422)i,j,k+(al22)i,j,k—(Ol 3)ij,k <0,
41,k =1,k A
—(a33)i,,k+(@13)i 56— (@23)i 5.k
CU]k+l CUjkl_ ( ) h2 SO’
_ —(012)i 4.k
OU+1,J+1k Cu,_ “1j-1k ( h2) <0,
_ —(013)ik
OU i41,5,k+1 CUi—l,j,k—l - <0,
_ (a23)z,y,
\CU Gl k—1 CUi,jfl,kJrl - 12 <0

which is fulfilled if Condition (3.28) is satisfied.

(vi) Suppose the discretization scheme is constructed using

2 1 2
Uy (Xig0) 2 (U)o e (Xige) & (Una)S s e (Xiin) = (Uy)2),

Then the scheme is monotone if

CU ” _ 2((a11)ijkt(a2)ijkt(as3)i, kJr(Oélz)Z i (013)i ot (028)i ) S0
Cy, 1k =Cy,_ gk —(a11)i 5.k — (012) St (a1s)igk <0,

OU Gk CU P —(022)i 4,6~ (a12) e—(a23)i ik <0

Cy, AR = Cy, il = —(a33)i,5, k+(al3) iik—(23)i gk <0,

CU gLk CUi—Lj-s-l,k = (alz# <0,

Qi = QUi = % <0,

\CU G+ E—1 CU”*MH:(OQZ#<O

which is fulfilled if Condition (3.29) is satisfied.

(vii) Suppose the discretization scheme is constructed using

1 2 2
Uy (Xi j.) A (Uwy)g,j{ka Uz (Xi j k) A (UxZ)Ej)ka Uy (Xij k) A2 (Uyz)z(,j),k'
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Then the scheme is monotone if

rC’UM,k _ 2((a11)i’j’k+(022)i’j’k+(a33)i’j”;;(am)i’j’k+(a13)iﬂj7k+(a23)i’j’k) o
Cy, i+1,5,k CU ik = (0411)z‘,j,k+(a222)i,].,k_(a13)i7j7k 0

CU Bl OUZJ Lk (a22)i’j”“+(a122)z‘,j,k—(azs)i,j,k <0,

Cu, k1 CUle L= (a33)i,j»k7(a1};32)i,j,k*(a23)i’j’k <0,

Cuiyn = Ciyu = % <0,

OUi’j’k - CUi,j,k = (al‘;}# <0,

Cu,,.. =Cu,,, = (az:;# <0

\

which is fulfilled if Condition (3.30) is satisfied.
(viii) Suppose the discretization scheme is constructed using

2 2 2
Uy (Xig0) = (U)o (i) & (Una) s ttya(Xin) = (Uy)

Then the scheme is monotone if

'(;U _ 2((0411)21k+(6¥22)mk+(a33)zyk+(a12)mk+(a13)z;k+(azs)mk) >0,
C R CU —Lgk mCIEVE Mo (a12) k—(13) 4.k <0,

Cu. ALK = C, -1k —(oz)igk (a;f) k—(23)i jk <0,

CU ikl Cka 1= (a33)"'jv’“*(a2i’>2) gk —(@23)i 4.k <0,

Cuisn = Cuiy = (ali# <0,

Cuiyn = Ciyu = (C”Z# <0,

\CUm-,k = OUi,j,k = @22# <0

which is fulfilled if Condition (3.31) is satisfied.
[

According to our numerical experiments, if the prescribed density functions p and p
are smooth functions, then at each point x; ;j, one of the conditions (3.24) — (3.31) is
satisfied. If so, the discretization of the HJB equation (3.6) at x; ;; can be represented as

cm%{r{ - (a11>i,j,k<Umm>i,j,k - (a22)i,j,k(Uyy>z’,j,k - (a33)i,j,k(Uzz)i,j,k
2,75

= 2(12)i (Uly™ )ik — 2(013)i 0 (Ui ik — 2(28)i 0 (Ugs™)i ik

331 (ki) (ki) (1= a1 (xi58) — 02(50)) fiie =0 (332

where idx € {1,2} and US™, US™ and U™ are given by (3.18) — (3.23).
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3.3 The Discrete Systems

In the previous section, we discretized the HJB equation (3.3) in two dimensions and the
HJB equation (3.6) in three dimensions using finite difference methods.

The discretization of (3.3) (on an N x N grid) leads to a discrete system of N? equa-
tions; each of the discrete equations corresponds to a grid point x; ; and is given by the
discretization (3.14). The discretization of (3.3) (on an N x N x N grid) generates a dis-
crete system of N3 equations; each of the discrete equations corresponds to a grid point
x; ;x and is given by the discretization (3.32).

We show that the two discrete systems arising from (3.14) and (3.32) can be written
into a general matrix form as follows.

e In two dimensions, we let
U= {U,|1 <i,j<N}eRV*

be a vector of the unknowns, and let a € RY**1 and 6 € RY**! he vectors of the
corresponding controls. Then (3.14) can be written into the matrix form:

max {A(a,0)U — F(a,0;U)} =0, (3.33)

(a,9)el

where A(a,f) € R¥*N* is the matrix that consists of the coefficients of the un-
knowns {U;;} in (3.14), F(a,6; U) € RN**1 is the vector that consists of the term
2y/a(1l —a)f in (3.14) and the boundary term that arises from the Neumann bound-
ary condition (2.7). We note that A(a,f) depend on the controls (a,6), while
F(a,0;U) depends on (a,#) and U.

e In three dimensions, we let
U= {U,sl1<ijk<N}eRV*

be a vector of the unknowns

U= U11,U211, -, Un11, Ui21,U221,- . Ung21, -+ Uini,Usnva, o, Unnas
Uii2,Uz12, - UNnp2, Uip2,Us22, - ,Un22, -+ Uin2,Usn2, - ,UnnNa,

T
Ul,l,Na U2,1,N7 ) UN,l,Na U1,2,N7 U2,2,N7 ) UN,Z,N? Ul,N,Na UQ,N,N7 ) UN,N,N)
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and let a; € RV XL gy € RN"%L o e RVN°%1 9 € RV* X! 4y ¢ RN**1 be vectors of the
corresponding controls. Then (3.32) can be written into the form

max {A(ay,a9,0,0,9v)U — F(ay,as,0,0,10;U)} =0, (3.34)
at,a2,0,p,0€l’
where A(ay,as,0,9,1) € RN?*N? ig 4 matrix that assembles the coefficients of the
unknowns {U; ;} in (3.32), F(a1,a2,60,¢,9;U) € RY**1 ig a vector consists of the
term 3¢/ajas(1 —a; — az) f in (3.32) and the boundary term arising from the Neu-
mann boundary condition (2.7).

Without ambiguity, we will use

réleaFX{A(C)U —F(C;U)} =0 (3.35)

to represent both the discrete systems (3.33) and (3.34) in the follow sections. Here, C
represents the set of controls, i.e., C = (a,0) in two dimensions and C = (ay, as, 0, ¢, 1) in
three dimensions. The explicit form of (3.35) is determined based on the context.

3.4 The Algorithm

In this section, we construct algorithms for solving the discretized system (3.35) numeri-
cally.

For brevity, we use the following notation:

C'™ = the optimal controls C at m-th iteration

U™ = the numerical solution U at m-th iteration,

A™) = the matrix A(C™),

F(™ = the vector F(C™;UM™),

R = the residual A™UM™ — ™)

x; = a grid point x; ; (or x; ) in €, (3.36)
C; = the set of controls at the point x,

L(x4;C; U) = the equation contained in {A(C)U — F(C; U)} that

corresponds to the grid point x;.
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Our first attempt is to use Policy Iteration (Chen and Wan [6]), which is a fixed point
iteration algorithm. The Policy Iteration algorithm iteratively performs the following two
steps:

(i) compute the optimal controls C™ = {Ct(m)}xteg under a given solution U where
Ct(m) is the set of optimal controls at point x; € €2 :

c™ = arg max £(x;;C; U™) (3.37)

CtEF

(ii) solve the following linear system for U™+ under a given set of controls C(™):

However, according to our numerical experiments, the resulting matrix A(C™) in
(3.38) is singular and the right-hand side term F(C™); U™) of (3.38) is not in the range
of A(C™)), in which case the system (3.38) is inconsistent.

To approximate the numerical solution to (3.38), we replace Step (ii) of the Policy
Iteration by solving the following system for U(m+1);

(A + A(C™)umt) = F(c™; Uum™) 4 Aru™ (3.39)

where I is an identity matrix and A (> 0) is a constant regularizer specified by the user.
The idea is that the solution u to the system

du
—~— 4+ Au=F 4
7 + Au (3.40)

approaches to the solution @ to the system

Aa=F (3.41)
as the temporal variable t — oco. Let
dt = ;[, du=UtH —ygm y=10Um"Y and 6 = UMY,

Then (3.40) becomes (3.39), and (3.41) becomes (3.38). We can see that ||[UT) — UM
decreases faster as % — 0 (i.e., A = 00) since A is correlated to t.
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We note that a small )\ corresponds to a large step size in the iteration of the algorithm
and leads to a fast convergence to an approximation of the numerical solution U+ to
the system (3.38). However, according to our numerical experiments, if A is too small, then
the algorithm may not converge due to floating point errors. This gives arise to concerns
on the computational efficiency of the algorithm, since reducing the number of iterations
leads to a decrease in the likelihood for the algorithm to converge.

To improve computational efficiency, we use an adaptive regularizer instead of a con-
stant regularizer in the algorithm. The adaptive regularizer, denoted by A, changes at each
iteration of the algorithm according to the following criteria: at the m-iteration,

e if [R™|| < [[R™ V|| (where R™) is the residual defined in (3.36)), i.e., |R| keeps
decreasing, then we reduce A by A = X % Aamp, where Agamp € [0, 1] is the damping
of A, so that the residual ||R|| decreases faster;

e if [R(™| > IR™ Y|, i.e., |R|| stops decreasing, which implies that the )\ selected
for computing the solution U™ is too large, then we go back to the (m — 1)th
iteration and iteratively perform the following two steps at the (m — 1)th iteration:

(a) increase A by A = A * Agmp, Where Aymp > 1 is the amplification of A,
(b) re-calculate the solution U™ using the new A and compute the corresponding

residual R(™),

until |[RM|| < |[R™V or [|[UM™ — UMY < tolerance.

We note that, while we increase the regularizer A to make the algorithm converges, we may
encounter floating point errors if A is too large. To reduce numerical errors, we require the
maximum value Ay of A to satisfy M. < %, where € is machine epsilon. Meanwhile,
we specify a minimum value Ay, (> 0) of A in order to make the algorithm less likely to
diverge.

In addition, the procedure of performing the two steps (a) and (b) to adjust the value

of the regularizer at each iteration can be repeated up to log, times, where \ is

a.
A
the current choice of regularizer. The iterative behavior of this procedure can be reduced
by choosing a smaller safety factor Apax or a larger amplification Aypp.

The complete procedure of the algorithm is described in Algorithm 1.
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Algorithm 1 (2D & 3D)

Input: p, p'; A\, Adamp, Aamp, Amax; Amin-

Output: Numerical solution U and the corresponding optimal controls C*.
(@ +y?) in 2D case
1(2® +y* + 2%) in 3D case
system of a uniform grid in two or three dimensions.

1: Set U® = , where (z,y) or (x,y,z) is the coordinate

2: for m = 0,1, ... until convergence do

3: Compute the optimal controls C"™) = {C’t(m)}xteg under the current solution U™,
where Ct(m) is given by (3.37). The computation can be done using brute-force or
Newton’s method.

Compute the residual R given by (3.36)

if [R(™| < tolerance then return

Solve the system (3.39) for U™+

if |[R™ — R V|| < tolerance or |[U™+Y) — UM™)|| < tolerance then return

if [R™| < [|RM™ V|| then A = X\ % Agamp unless A = Ayin.

9: else set A = A * A\ymp and go back to Step 6.

10: end for

11: return U = UM C* = Cm™,
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Chapter 4

Numerical Results

In this chapter, we present the numerical results of the algorithms discussed in Chapter 3.
We start by explaining the assessment criteria and measures for diagnosing the quality of
the generated grids. The results of the numerical experiments are discussed by analyzing
equidistribution error, convergence of the algorithms and presenting the generated grids.
The algorithms are tested with several non-trivial examples for robustness analysis.

4.1 Assessment Criteria and Measures

Since our objective is to find an optimal grid cooridinate transformation that minimizes the
grid displacement (2.4) under the equidistribution constraint (2.3), we assess our numerical
method by checking the global displacement of the generated grids and the enforcement of
the equidistribution.

4.1.1 Global Displacement

Let x denote the coordinate system of the uniform cells and x’ be the coordinate system
of the generated cells. We measure the global displacement d of the grid points by

d= ZHX x|, )i AzAyAz (4.1)
(VRS

which is a first-order approximation of the Monge-Kantorovich optimization (2.4). We
report the geometric mean d'/" (where n represents the dimension of the space) of the
global displacement d as a meansure of the deformation of the generated grid.
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4.1.2 Equidistribution Diagnostic

To assess the enforcement of equidistribution, we define the discretized volumes of the
generated cells in terms of the determinant of the Jacobian matrix of x’ with respect to
X. Since the generated cells are deformed, we need to compute the Jacobian determinant
numerically. We use J,,,m to denote the numerically computed Jacobian determinant for
brevity.

In the 2D case, we employ a four-point approximation from Delzanno et al [11] to
compute Jyum. Let (2}, y!), i = 1,2, 3,4 denote the four vertices of a given cell in the new
grid coordinate system (see Figure 4.1).

(z,y + Ay) (z + Ay,y + Ay) (), 94)

(z3,93)

T, Y
(1,y) X (v+Az,y) o ()

Figure 4.1: Sketch of the transformation of a two-dimensional cell.

The derivatives at each cell center are computed as

/ / / / /
Ax' oz — )+l — a2

Ax 2Ax ’
Az’ — ) +ay — 7
Ay 2Ay ’
Ay -y Y — Y
Az 2Ax ’
Ay Y=Yty — s
Ay 2Ay '

Then the numerical Jacobian determinant at the center of the cell is computed by
;o Ax' Ay B Az Ay
A Ay Ay Az

The discretized cell volume in two-dimensional space is JyumAzAy. With this discretiza-

tion, the area of the deformed cell corresponds to the natural geometrical area of the
polygon connecting the four vertices of the cell (Delzanno et al [11]).

(4.2)
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In 3D case, we derive an eight-point approximation from the above four-point approx-
imation to compute J,.,. We denote the eight vertices of a given cell in the new grid
coordinate system by (x},y., 2}), 1 =1,2,...,8 . See Figure 4.2.

(z,y + Ay, 2) (z + Az,y + Ay, ) (2, o), ) (@5, U5, 25)

(75, Y5, 28)

y L ON\(@ + Ay, 2)
(LL’ y,Z) X: ¢
1 —_— ’
___z_____'* _______ T, W6 26)
(z,y+ Ay,z + Az (@4 A,y + Ay, 2 + Az)
N (:v’,y’7z’)‘\ (m’,y’,z’)
(z,y,2 + Az) (x+ Az,y, 2 + Az) B nen

Figure 4.2: Sketch of the transformation of a three-dimensional cell.

We compute the derivatives at each cell center by

A’ (g —xy) + (w5 — @) + (27 — 25) + (26 — 23)

Ax 4Ax ’
Ay (s —y1) + (W5 — i) + (7 — 45) + (46 — 1)
Az 4Ax ’
Az (=) + (35— =) + (37 — %) + (% — %)
N 4Ax ’
Ax'  (x) — ) + (w5 — ) + (25 — o5) + (a5 — 77)
Ay 4Ay ’
Ay (s — ) + (v — ye) + (ys — v5) + (v — v7)
Ay 4Ay ’
Az (Z =)+ (5 — )+ (35— %) + (% — %)
Ay 4Ay ’
Az’ (2 — o) + (¢h — ) + (27 — x5) + (26 — 25)
Az 4Az ’
Ay (o — i) + (W — i) + (7 — ys) + (v — v5)
Az 4Nz ’
Az (2 —21) + (2 —2) + (2r — ) + (% — 25)
Az 4Az
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and the numerical Jacobian determinant at the center of the cell is computed as

Joo_ Az Ay A2 B Az Ay A2 B Az Ay A2 n Az Ay A2

A Ay Az Az Az Ay Ay Az Az Ay Az Ax
Ax Ay Az Ax' Ay A
+AzAxAy_AszAx

(4.3)

and J . AxAyAz is the discretized cell volume in 3D.

According to the equidistribution principle (2.3), if the coordinate system x’ of the
generated cells strictly satisfies equidistribution constraint, then we have

p(x)
det[T (x)] = 4.4
et 7)) = 22 (1.0
where J(x') is the Jacobian matrix %—’:, p and p' are prescribed densities. We let J’

denote the Jacobian determinant in (4.4) for brevity. In order to assess the enforcement of
equidistribution, we compare the determinant of the numerical Jacobian of the generated
coordinate system x’ with the prescribed Jacobian determinant, i.e., we check if J' = J
at the cell centers. For this purpose, we define the equidistribution error of the generated
cells as

1/n
Error = (Z |J um — J’|?7j7kAxAyAz) . (4.5)

i7j7k

We note that the equidistribution error is an absolute error.

4.2 Experimental Results

In this section, we present the numerical results for grid generation using our algorithm.

We note that, since we are using adaptive regularization, each iteration may not have
the same number of function evaluations, which can be seen later from the results of the
following examples. At each iteration, the function can be re-evaluated up to log A (’\“’%)
times in order to find a suitable regularizer, where A is the current choice of regularizer,
Amax 15 the maximum value that A can be assigned with, and A,mp is the amplification of
A. In our examples, the worst case is to re-evaluate the function up to 5 times at each

iteration. This worst case generally occurs on the final iteration.
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Informally, the algorithm has three stages: initialization, stabilization and terminan-
tion. Initialization is a cold-start that determines a suitable regularizer, stabilization is
where A = A\, or some other choice that does not frequently change and termination is
where several function evaluations are made to verify convergence has occurred. The stage
of initialization typically requires one or two function evaluations until a stable regularizer
is chosen. Later iterations with A = A, require a single function evaluation. In the worst
case, iterations between initialization and termination require two function evaluations.
This occurs because A # A\uin and A alternates between an acceptable value and an un-
acceptable value. Other heuristics such as delayed gratification (Transtrum and Sethna
[27]), i.e. decrease the regularizer A by a small fixed factor when the residual |R|| keeps
decreasing and increase A by a large fixed factor when ||R|| stops decreasing, or choosing
a smaller safety factor \;, can be used to reduce this type of cycling behavior.

In each of the following examples, we assess the algorithm on grids of N x N points
with N =10, 20, 40, 80. We consider p = 1 and Q = [0, 1] x [0, 1] for all 2D examples and
Q =10,1] x [0,1] x [0,1] for all 3D examples, as we mentioned earlier. All computations
of the examples presented in this chapter are implemented in Matlab 2013b and tested
on a computing machine with 132 GB of memory (CPU model: Intel(R) Xeon(R) CPU
E5-2630 v2 @ 2.60GHz).

2D case

Example 1. Consider the density function

—0.5)? —0.5)?
=057 0

pl(x/’y/) — eXp (_
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Figure 4.3: Example 1. Left: p/(2',3'). Right: A mesh plot of p’(2’,y’) for illustrating the gradient of
the densities.

This example corresponds to a diffusion centered at (z/,y") = (0.5,0.5). Since a gener-
ated grid equidistributes the quantity given by p'(2’,y’), that is, the volume in each cell of
the generated grid is the same, the shape of the grid is expected to look like a contraction
centered at (z',y') = (0.5,0.5).

The results of Example 1 are presented in Table 4.1. The equidistribution error (i.e.
Error in Table 4.1) decreases as the grid becomes finer. Meanwhile, the geometric mean
Vd of the global displacement d defined in (4.1) increases as the number of cells in the
generated grid increases. Intuitively, the displacement of a grid point (2’,%’) tends to be
large when the rate of change in density at the point (2’,7') is large. By looking at the
mesh plot of p/'(z/,y’) in Figure 4.3, we notice that the norms of the gradient of the density
at most of the grid points are large. This leads to the result that most of the cells in a
generated grid are deformed when the grid is small. As the generated grid becomes finer,
the total number of deformed cells increases, while the deformation of the cells becomes
smaller, which causes the phenomenon that the global displacement keeps increasing, while
the rate of the increment keeps decreasing as the number of cells in the generated grid
increases.

In Table 4.1, the columns Iterations and Function evaluations represent the number of
iterations and the number of function evaluations taken by the algorithm until it converges,
respectively. We observe that in this example, the computational cost of a grid (including
CPU time, Iterations and Function evaluations) increases as the grid becomes finer. This
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may be caused by the fact that the total number of deformed cells of the generated grid
in this example increases as the grid becomes finer, as we mentioned above, and that the
cell coordinates of the generated grid are transformed from the ones of a uniform grid,
which is shown in Algorithm 1. As the number of grid points increases, more unknowns
(i.e. coordinates of grid points) are involved in the discrete system (3.35) and need to be
computed, which results in an increase in the computational cost.

In addition, we notice that in Table 4.1, the number of function evaluations is larger
than the number of iterations, which indicates that there are extra function calls are made
to adjust the value of a suitable regularizer A in the process of the algorithm. The extra
function calls are mainly made at the stages of initialization and termination, as we will
see later from Figure 4.4 and Figure 4.5. According to our experiments, given a fixed
prescribed density p’, the choice of a suitable A at each iteration of the algorithm stays
almost the same when the grid size increases. Accordingly, the number of extra function
calls (i.e. the difference between Function evaluations and Iterations in Table 4.1) made
for adjusting A throughout the whole process of the algorithm remains approximately the
same as the grid becomes finer.

The behavior of the iterates |[U™*1) —U)|| and the change of |[R|| (where R(™ =
AU — F(m) s the residual at m-th iteration) at each iteration of the algorithm are
shown (in log scale) in Figure 4.4 and Figure 4.5. From the figures we can observe the three
stages of the algorithm. The first two iterations are the stage of initialization, where the
algorithm is in the process of determining a suitable regularizer . At this stage, |[R™||
decreases slowly, since the current choice of A is larger than the suitable value. Accordingly,
the value of \ keeps decreasing, which leads to an increase in the iterates |[U™+Y) —U™)||
(recall that a small A corresponds to a large step size in the iteration, as we have shown in
Section 3.4). Once a suitable regularizer is determined, the algorithm enters the stage of
stabilization: ||R™| decreases faster than the previous stage and the iterates behave as
expected. At the last stage, |[R(™|| stops decreasing and the value of a suitable regularizer
keeps increasing until convergence has occurred. The increase of A at this stage leads to a
decrease in the iterates ||[U™*1) — U)||, which can be seen from Figure 4.4.

Figure 4.6 shows two samples of the generated grids of different sizes. We can see that
the shapes of both grids look like contractions centered at (0.5, 0.5), as we described earlier.
The computed results are consistent with the geometric features (such as the gradient of
the density) of the prescribed density function p'.
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Table 4.1: Example 1 (A = 103, Aamp = 10, Adamp = 0.1, Apax = 108, A\pin = 100).

Number of cells Error vd | CPU time (s) | Iterations | Function evaluations
10 x 10 1.15 x 1071 | 0.0530 5.89 22 26
20 x 20 4.60 x 1072 | 0.0567 11.55 23 27
40 x 40 1.75 x 1072 | 0.0585 31.97 25 29
80 x 80 6.60 x 1072 | 0.0594 123.9 28 33
10°

logy ||U(m+1) -yt [
5
-

105 | |[——10 x 10 grid

- |——20 x 20 grid ]
106 F 40 x 40 grid 4
- |——80 x 80 grid

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
123456 7 8 91011121314 15 16 17 18 19 20 21 22 23 24 25 26 27 28
Number of iterations m

Figure 4.4: Example 1. Change of [|[UM+D — U™,
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10°

—— 10 x 10 grid
—20 x 20 grid

40 x 40 grid
——380 x 80 grid

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 | 1 1 1 |
123 456 7 8 910111213 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28
Number of iterations m

Figure 4.5: Example 1. Change of log;, |R™||.
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Figure 4.6: Example 1. Left: new grid of 20 x 20 cells; Right: new grid of 80 x 80 cells.
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Example 2. Consider

0.01
2 + cos(8my/(2/ — 0.5)2 + (v — 0.5)2)

pl<x/’ y/) -

%1073
10

Figure 4.7: Example 2. Left: p/(2’,%’). Right: A mesh plot of p/(z',y’) for illustrating the gradient of
the densities.

Example 2 corresponds to a periodic diffusion centered at (z’,y") = (0.5,0.5). Com-
paring with Example 1 which corresponds to a single diffusion, the gradient of the density
p" in this example has more local diffusion patterns and the local convexity/concavity of
the density function p’ varies widely over the domain, as we can see from Figure 4.7. The
computational difficulty is increased in this example, since we need competing dialations
and contractions that arise when convexity/concavity changes.

The results of Example 2 are presented in Table 4.2. We note that, comparing with
Example 1, the difference between the maximum and minimum values of p/(z’, ') in this
example is smaller, therefore the equidistribution errors, the geometric mean v/d of global
displacement and the computational cost are all smaller. By comparing the numbers of
iterations and the numbers of function evaluations, we observe that additional function
evaluations are made to adjust the regularizer during the process of the computation.

Figures 4.8 and 4.9 show the change of the iterates [[U™+1) — U)|| and the residual
|R™)|| of the discretized linear system that the algorithm solves for the numerical solution
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U. We can see that, during the first two iterations of the algorithm, the value of |R™||
has been decreased slowly, since the current value of the regularizer A is larger than a
suitable value. The value of \ has thus been increased, which leads to an increase in the
iterate UM+ — UM)|| (see Figures 4.8). At the last a few iterations of the algorithms,
the value of ||[U™ ) —U™)|| keeps decreasing rapidly since \ is being reduced for verifying
the occurrence of convergence. In general, for different grid size, the algorithm takes about
the same amount of iterations to converge.

Figure 4.10 illustrates the generated grids of different sizes. We can see that the shapes
of the grids look like a sequence of contractions and dilations, which is what we predicted;
the generated grids are symmetric with respect to the point (z/,y’) = (0.5,0.5), which
matches the symmetry properties of the prescribed density p'(z’, /).

Table 4.2: Example 2 (A = 103, Aamp = 10, Adamp = 0.1, Apax = 108, Apin = 100).

Number of cells Error vd | CPU time (s) | Iterations | Function evaluations
10 x 10 9.22 x 1072 | 0.0020 3.6 14 18
20 x 20 3.68 x 1072 | 0.0023 7.37 15 19
40 x 40 1.38 x 1072 | 0.0023 20.39 16 20
80 x 80 5.31 x 1072 | 0.0023 69.8 16 20

z
)
\
i 10'4;7
=
$  [—10x10gnid
- 1061 ——20 x 20 grid
40 x 40 grid
[ [——80 x 80 grid

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Number of iterations m

Figure 4.8: Example 2. Change of log;, [|[U™+1) —UM™)|.
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Figure 4.9: Example 2. Change of log;, [|R™|.
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Figure 4.10: Example 2. Left: new grid of 20 x 20 cells; Right: new grid of 80 x 80 cells.

40



Example 3.

/ / / 2
p— ].
Pay) ((57" cos(@—10r))2 +1 )"

_1 (y/=05
where r = /(' — 0.7)2 + (y — 0.5)2, 6 =tan™! <170_7> :

Figure 4.11: Example 3. Left: p'(z',4’). Right: A mesh plot of p/(2’,y’) for illustrating the gradient of
the densities.

Example 3 is a spiral centered at (z/,3') = (0.7,0.5); the geometric features of the
density p'(2,y') is shown in Figure 4.11. Comparing with Example 2, the difference be-
tween the maximum and minimum values of p’ in this example is much larger; the diffusion
patterns of the gradient of p’ in this example are also more irregular. The computational
difficulty is increased in this example, since the high and irregular variance of the local con-
vexity /concavity of the density function p’ makes it harder to generate properly displaced
grid points.

The results of this example are shown in Table 4.3. We notice that the geometric mean
Vd of the global displacement of the generated grid in this example decreases as the grid
becomes finer. This phenomena is likely caused by the geometric features of the density
p(z’';y"). From Figure 4.11 we notice that there are many grid points, such as the center
(',y") = (0.7,0.5), at which the rate of change in p'(z’,y) is close to zero. The new
grid points that are transformed from these grid points tend to be approximately uniform
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grid points. As the generated grid x’ becomes finer, the portion of deformed cells in x’
becomes smaller, which lead to a decrease in the global displacement d of x’. We also note
that, when the size of the generated grid is small, the global displacement of the generated
grid tends to be large due to truncation error arising from the discretization of the HJB
equation. From Table 4.3 we can also see that the number of iterations and the number of
function evaluations decreases as the grid becomes finer, which matches the change of v/d.

Figures 4.12 and 4.13 show the changes of |[U™*Y — U™)|| and |R"™|| during the
whole process of the algorithm. We can see that the algorithm went through the stages
of initialization, stabilization and termination based on these changes. The stage of ini-
tialization in this example costs one more iteration than that in the previous examples,
which indicates that the performance of the algorithm is more sensitive to the choice of
the regularizer A on this problem. Overall, the process of the algorithm in this example is
similar to those in the previous examples. Figure 4.14 shows the new grids generated for
p'(z',y') in this example. We observe that the geometric features of p'(x) in Figure 4.11
are reflected on the deformed grids in Figure 4.14.

Table 4.3: Example 3 (A = 103, Aymp = 10, Adamp = 0.1, Amax = 10°, Apin = 10).

Number of cells Error vd | CPU time (s) | Iterations | Function evaluations
10 x 10 6.51 x 1072 | 0.0639 10.07 23 28
20 x 20 3.24 x 1072 | 0.0559 10.11 20 26
40 x 40 1.33 x 1072 | 0.0529 25.09 18 23
80 x 80 5.01 x 1072 | 0.0523 89.42 18 23

5
| 10%F E

7
E 3
2 10
= — 10 x 10 grid ]
= e |——20x 20 grid
40 x 40 grid E

——80 x 80 grid

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
Number of iterations m

10710

Figure 4.12: Example 3. Change of log,, [|[U™+D —UM™)|.
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Figure 4.13: Example 3. Change of logy, [|R™|.

Figure 4.14: Example 3. Left: new grid of 20 x 20 cells; Right: new grid of 80 x 80 cells.

T 1
mEysn oo b
myal
AR
EEEWN
C

|
- 0.6
1
1
]
--. 0.3
]
SEas
1]
-.- 0.1 E
‘ 0

43

0.5 HHH

0.4 H

FHEHHH
T
F
1 1
ﬂt ::g
H |
ik i
B HE H
EEss S
! JHHIH
I —7T7+7<‘r‘
t T R
H
02 0.4 06
/
T



3D Case
Example 4. Consider the density function

(. —0.5)*+ (y — 0.5)* + (2 — 0.5)2> Lol

0.05 (4.6)

pl(x/’y/’2/> — eXp (_

This example corresponds to a diffusion centered at (z/,y/,2") = (0.5,0.5,0.5) and it

can be considered as the 3D generalization of Example 1. We set the parameters A\, Ay,

Amin, Aamp ald Agamp in this example to be the same as the ones in Example 1 in order to
compare the two examples.

The results of Example 4 are shown in Table 4.4. We can see that the equidistribution
error decreases as the grid becomes finer, which is similar to our observation on Example 1.
When the number of cells in the grid increases, the total number of deformed cells increases,
which leads to an increase in the geometric mean +v/d of global displacement; meanwhile,
the deformation of each cell becomes smaller, which causes the rate of the increment of
v/d keeps decreasing. The computational cost also increases as the grid becomes finer.
By comparing the number of iterations and the number of function evaluations in Table
4.4, we know that addtional functions calls are made in order to adjust the value of the
regularizer \ during the computational process. In general, the computational time of a
3D grid is much longer than that of a 2D grid due to the exponential growth in the number
of grid points.

The changes of the iterates |[U™*) — U™ and the residual |[R(™| in this example
are presented in Figure 4.15. From the figure we can see that the three stages of the
algorithm. At the first two iterations, the value of |[U™+Y) — U)|| increases due to the
adjustment of the value of the regularizer; Meanwhile, the value of |R™|| decreases slowly.
After the stage of initialization, the iterates ||[U*1) —U™)|| keeps decreasing and ||R™||
is decreasing fast until convergence.

We present the generated grids x’ by plotting 2D slices of x’. In this example, we plot
slices of x" only along the z-axis due to the symmetry properties held by p'(z’, v/, 2’). The
plots are shown in Figure 4.16. We can see that the deformation of the grid becomes less
noticeable as z’ changes from 0.5 to approximately 0.031, because the difference between
the maximum value and the minimum value of p'(2’, 1/, 2’) for 2z’ = 0.031 is smaller than
that for 2/ = 0.5.
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Table 4.4: Example 4 ( A = 103, Aamp = 10, Adamp = 0.1, Apax = 108, A\pin = 100).

Number of cells Error vd | CPU time (s) | Iterations | Function evaluations
10 x 10 x 10 1.99 x 107! | 0.0997 | 1.1808 x 10° 30 34
20 x 20 x 20 1.13 x 107! | 0.1065 | 1.0437 x 103 36 40
40 x 40 x 40 6.29 x 1072 | 0.1099 | 7.5584 x 10° 38 42
80 x 80 x 80 3.80 x 1072 | 0.1117 | 2.7821 x 10° 42 46

10t
10° ¢ i
;5\: 10t El
=
:‘ 102 ¢ E
é 103 E 3
%%10-4? ——10 x 10 x 10 grid ]
= F|——20 x 20 x 20 grid
105k 40 x 40 x 40 grid 4
| |——80 % 80 x 80 grid ]
10‘60 EL 1‘0 1‘5 2‘0 2‘5 30 35 40 45
Number of iterations m
—‘10 x 10 ><‘10 grid
1000 ——20 x 20 x 20 grid| |
* 40 x 40 x 40 grid| ]
——80 x 80 x 80 grid|
&
107 B

20 25
Number of iterations m

30

45

Figure 4.15: Example 4. Top: change of log, [[U*+Y) — U ||; Bottom: change of log;, |R™)].

45




[

I
Bt it
Nngygy T
““‘“\\\\\‘.‘ A i ",',:ti,"ii-,
t II\“l T ,l’i,,-

HHE
T

T
bt
kg

Ny
It

T
T
i
it

N}

‘\
ity
o
i)

i

i
It
i\
N
I\

(It
T
iy
T
i
[

Il

i)
[
[
i

1]
TETTIT
i
[T
[T

11
i

1
HIH
i
A
[

H

17

11/
,l’lll

HH]
HH
""’i”

117 T
T
HHH
Bt
il
T

1 T m
R ERmaRALRAA AL AL

T
T
T
il

T

T T T T

0.2 0.4 0.6 0.8

HEH

Figure 4.16: Example 4. From Left to right: p/(z’,y’,2’), generated 80 x 80 grid; From top to bottom:
slice for 2’ =~ 0.5, 2’/ ~ 0.125, 2z’ ~ 0.031.

46



Example 5. Consider

0.01

/ x/’ /’ Z/ — .
Py, 7) 2+ cos(8my/(z/ — 0.5)2 + (' — 0.5)2 + (2/ — 0.5)2)

This example corresponds to a periodic diffusion centered at (2,4, 2") = (0.5,0.5,0.5);
the density function in this example is generalized from the one in Example 2. We set the
parameters A, Apax; Amin, Aamp and Agamp in this example to be the same as the ones in
Example 2 in order to compare the two examples.

The results of Example 5 are shown in Table 4.5. We can see that the equidistribution
error, the geometric mean v/d of the global displacement and the computational cost all
increase as the dimension of the grid increases. For the three dimensional grids in this
example, as the grid becomes finer, the equidistribution error decreases; meanwhile, the
value of v/d does not increase much, since the difference between the maximum value
pro and minimum value pl . of p’ is small. The difference between the number funtion
evaluations and the number of iterations indicates that there are extra function calls made
for adjusting A\ at some iterations of the algorithm. We observe that, comparing with grids
of other sizes, the number of iterations taken for generating a 40 x 40 x 40 grid is smaller.
This is likely to occur when the grid is very fine and the difference |p/ .. — pl.,| is small;
in this case, the trunction errors in spatial discretization dominate the computation error.

Figure 4.17 shows the changes of the iterates ||[U™*+Y) — U™)|| and the residual |R™||
in this example. We notice that after the first 10 iterations, the iterates ||[U+D — U]
and the residual |[R(™)|| appear decreasing more slowly: ||[UM™*+) — U)|| decrease by
approximately 10~* and ||R(™|| decreases by approximately 1073. One can choose a dif-
ferent metric for convergence in order to terminate the algorithm sooner and get a similar
result of which the equidistribution error is slightly larger. In addition, we observe that
the iterates |[U*) — U™|| that correspond to generating a 20 x 20 grid have briefly
increased at the final stage of the algorithm. This happends because the residual ||R™||
is still decreasing at those iterations, in which case the algorithm keeps reducing the value
of the regularizer \ in order to get a fast convergence. When \ decreases, the step size of
the iteration increases, which results in an increase in [[U™+) — U™,

The generated grids x’ are shown in Figures 4.18 and 4.19. We plot slices of x" only
along the z-axis due to the symmetry properties of p/(z’, 1/, 2’). From the figures we can
see that the shape of the generated grid matches the geometric features of the density p'.
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Table 4.5: Example 5 (A = 10%, Aamp = 10, Addamp = 0.1, Amax = 10, Ain = 100).

Number of cells Error v/d | CPU time (s) | Iterations | Function evaluations
10 x 10 x 10 3.776 x 10~ | 0.0107 | 1.3559 x 102 34 38
20 x 20 x 20 2.476 x 1071 | 0.0123 | 9.5838 x 102 34 37
40 x 40 x 40 1.372 x 107! | 0.0126 | 6.5522 x 10° 32 36
80 x 80 x 80 7.560 x 1072 | 0.0126 | 2.6293 x 10° 35 40

=107 /\
A
= 65 ——10 % 10 x 10 grid
— 1075190 x 20 x 20 grid
i 40 x 40 x 40 grid
E |——80 x 80 x 80 grid :
e o 7 o o 1011101551 15 15 0 10 10 20 21 22 2 24 25 25 27 26 20 30 91 92 39 04 5
Number of iterations m
100 7 T T T T T T T T T T T T T T T T T T T T T T T T \_\\10\ X\l(; ><\ 1(\] g\rld\

logyy HR(W) Il
S

——20 x 20 x 20 grid | ]
40 x 40 x 40 grid | ]
——380 x 80 x 80 grid| |

Number of iterations m

9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35

Figure 4.17: Example 5. Top: change of log, [[U™*+1) — U ||; Bottom: change of log;, [|R™)].
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Example 6. Consider the density function
Py, 2) = 2 +1
7 (5r cos(f — 1072))2 + 1 ’

where r = \/(a:’ —0.7)24 (y —0.5)2 + (2’ = 0.3)2, 6 =tan" <?i,—_(())..75) :

The p/(2',y/, 2’) in this example is similar to a 3D generalization of the density function
in Example 3; the projection of p/(2’,y/, 2") on the 2’ — ¢’ plane corresponds to a spiral
centered at (z/,y") = (0.7,0.5). From Figures 4.21 to 4.23 we can see that this example
is relatively more complicated than the previous ones, since the diffusion pattern of the
density function p'(2’,y/, z’) in this example is asymmetric and non-uniformly distributed.
We use this example to test the robustness of our algorithm.

The results of Example 6 are shown in Table 4.6. The equidistribution error decreases
as the number of grid points increases. Similar to Example 3, the geometric mean v/d
of the global displacement in this example decreases as the grid becomes finer. This
phenomenon is likely caused by the geometric features of p'(z’, 7/, 2’) and truncation errors
that arise from the spatial discretization of the HJB equation. From Table 4.6 we also
observe that the computation of a small grid does not always take fewer iterations/function
evaluations than that of a big grid does. The number of iterations/function evaluations
taken by the computation depends on the portion of deformed cells among all the cells in
the generated grid, since the generated grid is transformed from a uniform grid (as it is
shown in Algorithm 1). If the portion of deformed cells is small, then the algorithm tends
to take fewer iterations/function evaluations to converge. In addition, when the computed
grid is fine, the truncation errors arise in spatial discretization may dominate the numerical
error, in which case the number of iterations taken by the algorithm may decrease as the
number of grid points increases.

Figure 4.20 shows the changes of the iterates [[U™*+Y) —U)|| and the residual ||R™|].
At the beginning of the computation of each grid, the value of |[U™*) — U keeps
increasing since the algorithm keeps reducing the value of A for a faster convergence. When
a suitable value of \ is determined, the computational process becomes stabilized, and
U+ — U™ || behaves as expected; meanwhile, || R(™)|| decreases fast. At the final stage,
|R™)|| gradually stops decreasing, and ||[U 1) — U™ decreases since the suitable value
of A increases. We observe that the iterates U+ — U™|| that correspond to a 10 x 10
grid has briefly increased at the final stage of the algorithm. This occurrs since the residual
IR is still decreasing at these iterations. Accordingly, the algorithm keeps reducing A
for a faster convergence, which leads to an increase in the iterates U™+ — UM, In
general, the process of the algorithm in this example is similar to those in the previous
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examples. Figures 4.21 to 4.23 show slices of the generated grids x’' along z-axis, y-axis
and z-axis. From the figures we can see that the shape of the generated grids matches the
geometric features of the prescribed density p'(2/,y/, ).

Table 4.6: Example 6 (A = 10%, Aamp = 10, Agamp = 0.1, Apax = 10%, A\ = 10).

Number of cells Error vd | CPU time (s) | Iterations | Function evaluations
10 x 10 x 10 | 2.292 x 1071 | 0.1497 | 1.0385 x 102 24 30
20 x 20 x 20 1.672 x 1071 | 0.1364 | 6.6468 x 102 22 28
40 x 40 x 40 | 9.550 x 1072 | 0.1312 | 5.0173 x 10° 24 29
80 x 80 x 80 | 5.091 x 1072 | 0.1303 | 1.7582 x 10° 23 28
- //;
| 107 ¢

10510 HU(m+1)
5

1072

T

£ [——10 x 10 x 10 grid
[ |——20 %20 x 20 grid

N

E 40 x 40 x 40 grid
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Number of iterations m
T T T T T T
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Figure 4.20: Example 6. Top: change of log;, [[ U™+ — U™)||; Bottom: change of log;, || R™|.
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Chapter 5

Conclusion

In this thesis, we have proposed a numerical method for grid generation in two and three
dimensions based on MK optimization. The two-dimensional grid generation method is
developed by modifying an existing technique of Chen and Wan [6], which involves using an
adaptive regularizer to reduce the computational cost of solving the HJB formulation of the
MA equation that arises from the MK optimization. The three dimensional grid generation
method is a generalization of the two-dimensional method. While the theory behind the
generalization to higher dimensions is straightforward, the implementation is not. The
implementation requires overcoming several computational challenges. For instance, the
optimal controls in the two-dimensional case have closed-forms (Chen and Wan [0]), while
the ones in the three-dimensional case have no closed-form and can only be approximated
using numerical methods such as Newton’s method.

Chapter 4 shows successful numerical results of our algorithms. In all of the examples,
the geometric features of the prescribed densities are reflected by the deformation of the
newly generated grids. By inspecting the results, we observe that the equidistribution
error of a generated grid is more likely dominated by the spatial discretization error when
the grid is sparse, as we can see a decrease occurring in the increment of the equidistribu-
tion error when the number of cells in the grid increases; when the grid is more refined,
the equidistribution error is more likely caused by the truncation error arising from the
discretization of the HJB equation.

In terms of efficiency, our numerical experiments have indicated that the use of adaptive
regularizer leads to rapid convergence. In fact, when using constant regularizers (e.g., A =
10%), a small example on 10x 10 (or 10x 10 x 10) grid can take up to 2000 (or 4000) function
evaluations to obtain convergence to the displayed results. With adaptive regularizers, the

o6



numbers of function evaluations required to generate a 10 x 10 (or 10 x 10 x 10) grid drops
to less than 30 (or less than 50). The examples on 80 x 80 x 80 in Chapter 4 (implemented
in Matlab 2013b) are completed in approximately 24 hours on a computing machine with
132 GB of memory (CPU model: Intel(R) Xeon(R) CPU E5-2630 v2 @ 2.60GHz). Without
using adaptive regularizers, these large examples would take several weeks of computation
time to obtain the same results. We note that in our work, the discrete system (3.39) is
solved using unstructured method. The matrix A(C™) under the current controls ™ in
(3.39) is a sparse banded matrix. To further accelerate the computation, one can consider
using a banded solver to solve the system (3.39).

The work contained in this thesis provides a unified method for solving the Monge-
Ampere equation arising from grid generation with an experimental analysis of robustness
and demonstrates improvements over existing techniques by reducing the number of iter-
ations required. Future work and other open problems relating to this work involve:

e performing a detailed theoretical convergence/sensivity analysis to determine the
optimal regularizer on each step;

e adapting the method to other finite difference/finite element methods for discretizing
the HJB equation so that it can generate grids of triangular or other convex polygon
meshes;

e modifying the method so that it computes a coarse grid and uses it as an initial guess
for generating a finer grid in order to accelerating the method for fine grids.
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