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ConsistI2V: Enhancing Visual Consistency 
for Image-to-Video Generation

- Problem with text-to-video (T2V) generation: lack of precise 
control of video contents (e.g. object appearance).
- Solution: adding additional image conditioning in videogen
- Existing methods: often result in inconsistent appearance 
and motion due to weak image conditioning.
- We propose a novel diffusion-based I2V generation 
framework to enhance visual consistency, which contains:

1. Spatiotemporal attention over the first frame to 
maintain spatial and motion consistency.
2. Inference-time noise initialization strategy that uses the 
low-frequency band from the first frame to stabilize video 
generation (FrameInit).

Visual Comparisons of ConsistI2V vs. Baseline Methods
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ConsistI2V achieves better results with less training data

Applications of ConsistI2V

AnyV2V: A Tuning-Free Framework For Any 
Video-to-Video Editing Tasks

- Key idea: pretrained I2V generation models are 
zero-shot video editing models.
- Video editing pipeline: edit the first frame -> get 
video latents using DDIM inversion -> animate the 
first frame to get the edited video using I2V models
- How to preserve source video content?
 - Structural guidance: DDIM Inversion
 - Appearance guidance: spatial feature injection
 - Motion guidance: temporal feature injection
(Appearance and motion guidance are adapted 
from the PnP framework)
- Highlight: AnyV2V works with any image editing 
methods and any I2V generation models.
AnyV2V can perform a wide range of editing tasks


