
Lecture 17



Diffusion Models
This presentation draws upon insights and information from various sources, including 

Kevin P. Murphy's 'Probabilistic Machine Learning: Advanced Topics,' Lilian Weng's 
'What are Diffusion Models?', 'Denoising Diffusion Probabilistic Models' by Jonathan 
Ho, Ajay Jain, and Pieter Abbeel, and the tutorial on Denoising Diffusion Probabilistic 

Models by Jiaming Song, Chenlin Meng, and Arash Vahdat. The content presented is a 
synthesis of these resources, integrated and interpreted through my own 

understanding and analysis.



Diffusion Models

• Diffusion models take their inspiration from the principles of non-
equilibrium thermodynamics

• Diffusion models use a Markov chain to gradually introduce noise into 
data, then learn to reverse this process to recreate the desired data 
from the noise.
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Variational Autoencoder

Image: Eugenia Anello 927

https://medium.com/@eugenia-anello?source=post_page-----2d359cbf027b--------------------------------


Diffusion Models
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Diffusion Models
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Diffusion Models vs VAE
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Diffusion Models vs VAE
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Diffusion Models vs VAE
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Denoising Diffusion Probabilistic Models 
(DDPMs)
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The Forwards Encoder Process in DDPMs
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Joint Distribution over Latent States in 
DDPMs
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Joint Distribution over Latent States in 
DDPMs
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DDPM vs VAE

• In VAE
• Observed variable 𝑥𝑥
• Hidden Variable 𝑧𝑧
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DDPM vs VAE

• In VAE
• Observed variable 𝑥𝑥
• Hidden Variable 𝑧𝑧

• In DDPM 
• Observed variable 𝑥𝑥0
• Hidden variable 𝑥𝑥1, 𝑥𝑥2, … 𝑥𝑥𝑇𝑇
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Objective Functions in VAEs vs. DDPMs
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Objective Functions in VAEs vs. DDPMs
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Variational Lower Bounds in VAEs vs. DDPMs
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Variational Lower Bounds in VAEs vs. DDPMs
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Variational Lower Bound 
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Variational Lower Bound 
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Variational Lower Bound 
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Variational Lower Bound 
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Variational Lower Bound 
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Variational Lower Bound 
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Decomposing the ELBO
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Revers Process
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Mean of 

967



968



KL for two Guassian
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Loss fnction
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Loss function

• Ho et al. (2020) discovered empirically that the diffusion model 
produces higher-quality images when using a simplified objective, 
omiting the weighting term
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