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Perceptron
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Perceptron
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Perceptron
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Distance between the point and the decision boundary hyperplane
(black line).

81



82



83



84



85



Learning Perceptron
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Separability and convergence
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Feedforward Neural Network

• A neural network is a multistate regression model which is
typically represented by a network diagram.
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Feedforward Neural Network
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Feedforward Neural Network

• Consider a feed forward neural network 

𝑈𝑈1 𝑈𝑈2 𝑈𝑈3
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Backpropagation
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• Nodes from three hidden layers within the neural 
network are considered for the backpropagation
algorithm.

• Each node has been divided into the weighted sum 
of the inputs  𝑎𝑎 and the output of the activation 
function  𝑧𝑧. The weights between the nodes are 
denoted by  𝑢𝑢.
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• whereas 𝛿𝛿𝑖𝑖 is unknown but can be expressed as a recursive definition 
in terms of 𝛿𝛿𝑗𝑗.
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• The recursive definition of 𝛿𝛿𝑖𝑖 can be considered as a cost function at 
layer 𝑖𝑖 for achieving the original goal of optimizing the weights to 
minimize 𝑦𝑦 − �𝑦𝑦 2
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Now consider         

𝑎𝑎𝑘𝑘
�𝑦𝑦

𝑘𝑘
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• Where               because an activation 
function is not applied in the output layer

𝑎𝑎𝑘𝑘
�𝑦𝑦

𝑘𝑘
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• Since 𝑦𝑦 is known and �𝑦𝑦 can be computed 
for each data point.

• assuming small, random, initial values for 
the weights of the neural network in the 
beginning.

• Therefore the 𝛿𝛿 values for the layer before 
the output layer can be computed using 𝛿𝛿𝑘𝑘
and then the 𝛿𝛿 values for the layer before 
the layer before the output layer can be 
computed and so on.
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• Once all 𝛿𝛿 values are known, the errors due to each of the weights 𝑢𝑢
will be known and techniques like gradient descent can be used to 
optimize the weights.
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Backpropagation
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Epochs
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