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Outline
• Introduction

– What is a Sum-Product Network?
– Inference
– Applications

• In more depth
– Relationship to Bayesian networks
– Parameter estimation
– Online and distributed estimation
– Structure estimation
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What is a Sum-Product Network?

• Poon and Domingos, UAI 2011

• Acyclic directed graph
of sums and products

• Leaves can be indicator
variables or univariate 
distributions
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Two Views

Deep neural 
network with 

clear semantics

Tractable 
probabilistic 

graphical model
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Deep Neural Network View

• Specific type of neural network
– Sum node: log	(∑ 𝑤(𝑖𝑛𝑝𝑢𝑡(�

( )
– Product node: exp	(∑ 𝑖𝑛𝑝𝑢𝑡(�

( )

• Advantages:
– Clear semantics
– Generative model
– Efficient training
– Structure estimation
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Probabilistic Graphical Models
Bayesian 
Network

Graphical view 
of direct 

dependencies

Inference
#P:  intractable

Markov 
Network

Graphical view 
of correlations

Inference
#P:  intractable

Sum-Product 
Network

Graphical view 
of computation

Inference
P:  tractable
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Probabilistic Inference

• SPN represents a joint distribution over a set of 
random variables

• Example: 
Pr 𝑋6 = 𝑡𝑟𝑢𝑒, 𝑋; = 𝑓𝑎𝑙𝑠𝑒

= @A.C
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Probabilistic Inference

• SPN represents a joint distribution over a set of 
random variables

• Example: 
Pr 𝑋6 = 𝑡𝑟𝑢𝑒, 𝑋; = 𝑓𝑎𝑙𝑠𝑒

= @A.C

• Linear complexity!
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Semantics
• Each node computes a 

probability over its scope

• Scope of a node: set of variables 
in sub-SPN rooted at that node

• Decomposable product node: 
children with disjoint scopes

• Complete/smooth sum node: 
children with identical scopes

decomposability
+ completeness

valid distribution
linear inference
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Most Neural Nets         Sum-Product Networks

inputs

Pr 𝑋; = 𝐹 𝑋6 = 𝑇 =
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Relationship with other PGMs
• Any SPN can be converted into a Bayes net without any 

exponential blow up (Zhao, Melibari, Poupart, ICML-15)
• Naïve Bayes model

• Product of Naïve Bayes models

SPN BN

X Y Z

H

SPN BN

X Y N

H2H1

Z
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Relationship with other PGMs
Probability distributions
• Compact: space is polynomial in # of variables
• Tractable: inference time is polynomial in # of variables

SPN = BN (MN)

Compact BN (MN)

Compact SPN = Tractable SPN = Tractable BN (MN)



14

Parameter Estimation

Maximum likelihood: stochastic gradient descent (SGD) (Poon & 
Domingos, 2011), expectation maximization (EM) (Perharz, 2015), 
signomial programming (Zhao & Poupart, 2016)
Bayesian learning: Bayesian Moment Matching (BMM) (Rashwan
et al., 2015), Collapsed Variational Inference (Zhao et al., 2016)

? ?

?
? ?

? ? ?
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Applications

• Image completion (Poon, Domingos; 2011)
• Activity recognition (Amer, Todorovic; 2012)
• Language modeling (Cheng et al.; 2014)
• Speech modeling (Perhaz et al.; 2014)
• Mobile robotics (Pronobis, Rao; 2016)
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Language Model
• An SPN-based 

n-gram model

• Fixed structure
• Discriminative weight 

estimation by 
gradient descent
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Results
• From Cheng et al. 2014
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Maximum Log-Likelihood
• Objective: 𝑤∗ = 𝑎𝑟𝑔𝑚𝑎𝑥J∈LM log	Pr 𝑑𝑎𝑡𝑎 𝑤

= 𝑎𝑟𝑔𝑚𝑎𝑥J∈LM 	∑ log Pr	(𝑥|𝑤)�
P

where Pr 𝑥 𝑤 =
Q 𝑒 𝑥 𝑤
Q 𝟏 𝑤 =

∑ ∏ JTU�
TU∈VWXX

�
VWXX∈X Y
∑ ∏ JTU�

TU∈VWXX
�
VWXX∈Z

• Non-convex optimization

max
J

]log ] ^ 𝑤(_
�

(_∈`abb

�

`abb∈b(P)

− log ] ^ 𝑤(_
�

(_∈`abb

�

`abb∈6

�

P

s.t. 𝑤(_ ≥ 0				∀𝑖𝑗	
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Summary
Algo Var Update Approximation

PGD
𝑤 additive linear

𝑤(_hi6 ← 𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑖𝑜𝑛 𝑤(_h + 𝛾
𝜕 log 𝑓 𝑒 𝑥 𝑤

𝜕𝑤(_
−
𝜕 log 𝑓 𝟏 𝑤

𝜕𝑤(_

EG
𝑤 multiplicative linear

𝑤(_hi6 ← 𝑤(_h 	𝑒𝑥𝑝 𝛾
𝜕 log 𝑓 𝑒 𝑥 𝑤

𝜕𝑤(_
−
𝜕 log 𝑓 𝟏 𝑤

𝜕𝑤(_

SMA
log𝑤 multiplicative monomial

𝑤(_hi6 ← 𝑤(_h exp 𝛾
𝜕 log 𝑓 𝑒 𝑥 𝑤

𝜕 log𝑤(_
−
𝜕 log 𝑓 𝟏 𝑤
𝜕 log𝑤(_

CCCP 
(EM)

log𝑤 multiplicative Concave lower 
bound

𝑤(_hi6 ∝ 𝑤(_h
𝑓qU 𝑥 𝑤

h

𝑓 𝑥 𝑤h
𝜕𝑓(𝑥|𝑤h)
𝜕𝑓qT(𝑥|𝑤h)
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Results
• Zhao, Poupart et al. (NIPS 2016)
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Streaming Data
Traffic classification             App recommendation

• Challenge: update model after each data vector

• Solution: online learning for SPNs
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Scalability
• Online: process data sequentially once only
• Distributed: process subsets of data on different 

computers

• Mini-batches: SGD, online EG, online EM
• Problems: loss of information due to mini-

batches, how to adjust learning rate?

• Can we do better?



Thomas Bayes



Bayesian Learning

• Bayes’ theorem (1764)

• Broderick et al. (2013): facilitates
– Online learning (streaming data)
Pr 𝜃 𝑋6:t ∝ Pr 𝜃

– Distributed computation
Pr 𝜃 Pr 𝑋6 𝜃 Pr 𝑋; 𝜃 Pr	(𝑋@|𝜃)Pr	(𝑋A|𝜃) Pr	(𝑋u|𝜃)

Pr 𝜃 𝑋6:t ∝ Pr 𝜃 Pr 𝑋6 𝜃 Pr 𝑋; 𝜃 …Pr	(𝑋t|𝜃)

core #1 core #2 core #3

…Pr	(𝑋t|𝜃)Pr 𝑋; 𝜃Pr 𝑋6 𝜃
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Exact Bayesian Learning
• Assume a normal SPN where the weights 𝑤(⋅ of 

each sum node 𝑖 form a discrete distribution.

• Prior: Pr 𝑤 = ∏ 𝐷𝑖𝑟(𝑤(⋅|𝛼(⋅)�
(⋅

where 𝐷𝑖𝑟 𝑤(⋅ 𝛼(⋅ ∝ ∏ 	 𝑤(_
zTU		�

_

• Likelihood: Pr 𝑥 𝑤 = 𝑓 𝑒 𝑥 𝑤 =
∑ ∏ 𝑤(_�

(_∈`abb
�
`abb∈b(P)

• Posterior: ∑ 𝑐h�
h ∏ 𝐷𝑖𝑟(𝑤(⋅|𝛼(⋅

(h))�
(

Exponentially large mixture of Dirichlets



Karl Pearson



Method of Moments (1894)

• Estimate model parameters by matching a 
subset of moments (i.e., mean and 
variance)

• Performance guarantees
– Break through: First provably consistent estimation 

algorithm for several mixture models
• HMMs: Hsu, Kakade, Zhang (2008)
• MoGs: Moitra, Valiant (2010), Belkin, Sinha (2010)
• LDA: Anandkumar, Foster, Hsu, Kakade, Liu (2012)



Bayesian Moment Matching 
for Sum Product Networks

Bayesian Learning
+

Method of Moments

Online, distributed and 
tractable algorithm for SPNs

Approximate mixture of products of Dirichlets
by a single product of Dirichlets

that matches first and second order moments
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Bayesian Moment Matching

Product of 
Dirichlets

Mixture of 
Products of 
Dirichlets

projection

Bayes update



Results (benchmarks)
• Rashwan, Zhao, Poupart (AISTATS 2016)



Results (Large Datasets)
Rashwan, Zhao, Poupart (AISTATS 2016) 
• Log likelihood

oBMM and oDMM outperform other algos on 3 (out of 4) problems

• Time (minutes)

oDMM is significantly faster
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Structure Estimation
• What is the most popular technique to estimate 

the structure of a deep neural network?

• Parameter estimation:
– Gradient descent

• Structure estimation:
– Grad

• State-of-the-art: evolutionary techniques, 
hyperparameter search

uate student descent
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Structure Estimation in SPNs

• LearnSPN (Gens & Domingos, 2013): alternate between
– Data clustering: sum nodes 
– Variable partition (independence testing): product nodes 

Instances

At
tri
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s

X

+

+
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Improved Structure Estimation

• Prometheus (Jaini, Ghose et al, 2017): alternate between
– Data clustering: sum nodes
– Multiple variable partitions: product nodes 

Instances

At
tri
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X

+

+
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Results (log likelihood)
• From Jaini, Ghose and Poupart (2017)

MNIST dataset
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Conclusion
• Sum-Product Networks

– Deep architecture with clear semantics
– Tractable probabilistic graphical model

• Related work
– Decision SPNs (Melibari et al., AAAI-2016)
– Dynamic (recurrent) SPNs (Melibari et al., PGM-2016)

• Future work:
– PyTorch library for SPNs
– SPNs for conversational agents


