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Generative Adversarial Networks (GAN)

• Original paper:
– Generative Adversarial Nets

• Authors:
– Ian J. Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-

Farley, Sherjil Ozair, Aaron Courville, Yoshua Bengio (2014)

• Organization:
– Université de Montréal

• URL:
– https://arxiv.org/abs/1406.2661

https://arxiv.org/abs/1406.2661
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Bengio: This may hold the key to making computers a lot more intelligent.

 LeCun: The most important breakthrough, in my opinion, is adversarial training (also called GAN). 
This is the most interesting idea in the last 10 years in ML, in my opinion.



Different Applications



DCGANs for LSUN Bedrooms

(Radford et al 2015)



Vector Space Arithmetic

• Similar to word embedding (DCGAN paper)

(Radford et al 2015)



PPGN for caption to image

• From natural language to pictures

Oranges on a table next to liquor bottle

(Nguyen et al 2016)





Generative Adversarial Networks

Credit: Mark Chang



Training 
Generative Adversarial Networks

Credit: Mark Chang
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Understanding the objective function



KL (Kullback-Leibler) divergence



Summary:
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Text to Image, by conditional GAN



Text to Image
- Results

Project topic: Code and data are all on web, many possibilities!
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VAE



GAN



VAE GAN



Real images (CIFAR-10) Generated images





In practice …

Credit: Mark Chang
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Minimize Cross-entropy

Minimize –log D(x)

Minimize –log(1-D(x))

This is what a Binary Classifier do

Positive example

D must accept
Negative example

D must reject


