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A blockchain is a

• Secure 
• Replicated database 



A replicated database needs determinism

• Same input
• Same output



How do blockchains achieve determinism?

• Same input
• Serial Execution

• Same output



Consensus is no longer the bottleneck in 
private blockchain
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Why not use a deterministic database straight?
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• "Chainify" PostgreSQL using Aria
• Win hands down

VLDB2020



Endgame? No

• Deterministic concurrency 

control (DCC) has been designed 

for main-memory databases

• DRAM price (~50USD/GB)



Harmony: Blockchain marries DCC

• Deterministic Concurrency Control (DCC) optimized for Disk Blockchain
• Pessimistic vs Optimistic DCC 



Theory Aria: aggressive abort Harmony: judicious abort
1) Cycle detection in 
dependency graph

2) Break cycle by abort

1) Avoid cycle in rw dependency subgraph:
Pattern A1: Ti  Tj  Tk

j > i and j > k
Abort Tj

1) Avoid cycle in rw dependency subgraph:
Dangerous backward structure: 

Ti  Tj  Tk               
i < j and i <= k

Abort Tj

2) Avoid cycle in rw+ww dependency subgraph:
Pattern A2: Ti  Tj, j > k

Abort Tj

2) Avoid cycle in rw+ww dependency subgraph:
 Abort -> Update Reordering

3) Complete rw+ww+wr graph: No need to worry wr-dependencies (i.e., dirty reads) because 
all reads read snapshot from last committed block //i.e., no dirty read by design

- Expensive 
unparallelizable cycle 
detection on the 
whole graph :(

Lightweight :) Lightweight :)

No false abort :) Many false aborts, especially when hotspots (many 
ww on the hot items) :(

Few false aborts :)
Resilient to hotspots :)

rw

ww

rw

rw rw e.g., T2 reads a 
before-image of 
T1’s write

Harmony 1: Judicious abort



Lemma: rw-dependency subgraph is acyclic if transactions in 
dangerous backward structures are aborted

• Simple Idea: Breaks all backward (transitive) rw-dependencies

• I.e., smaller TID higher TID

• E.g., T1          T2            T3

   rw    rw    rw
No cycle

• No backward edges? Can't form cycles

T1         T2         T3          T4

rw rw



Next: ensure rw+ww dependency graph is also acyclic

On seeing ww-dependency?

Aria: abort Harmony: 
reordering

T1 T4

T2 T3

rw

rw
ww

ww

T1 T4

T2 T3

rw

rw
ww

ww

Aria Harmony



Harmony 2: Update coalesce (during commit)

Without
coalesce:

With
coalesce:



Harmony 3: Inter-block Parallelism
Aria Harmony

Design Choice No inter-block parallelism
(block i waits block (i-1) to finish)

Inter-block Parallelism
(block i can be in parallel with block (i-1))

Rationale DRAM DB Layer
Lower variance in transaction lifespan in a 
block

I/O DB Layer
Higher variance in transaction lifespan in a block
=> block i-1 has idle cycles

Cost and Benefit - Benefit: Better CPU utilization and pipeline
Cost: Inter-block dependency tracking



Inter-block Parallelism

Aria Harmony

Block i start time All transaction in block (i-1) finish When some CPU cycles idle in Block (i-1)

Block i read Snapshot of block (i-1) Snapshot of block (i-2)

Commit phase Patterns A1 and A2 Inter-block dangerous backward structure



Summary of Harmony
Aria Harmony

Design Choice 1 High Abort Rate for Parallel Commit Low Abort Rate with Parallel Commit

Rationale Main-memory transactions are short-lived
- Hasty abort for easier parallel commit

BC transactions are longer (consensus + disk I/O)
- An abort is way more expensive
==> Judicious abort

Design Choice 2 No inter-block parallelism With inter-block parallelism

Rationale Not an issue because main-memory 
transaction lifespans are short and assumed 
with low variance

- BC transaction lifespans are longer and with 
higher variance
- One straggler transaction in block i-1 would detain 
subsequent blocks >= I

Design Choice 3 No dealing with hotspot Deal with hotspot



Empirical Results

YCSB (5 read and 5 updates per txn, 0.6 zipf theta) Smallbank (standard mix, 0.6 zipf theta)

• 3.0x – 3.5x throughput over existing blockchains
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Empirical Results

YCSB (5 read and 5 updates per txn) Smallbank (standard mix)

• Harmony is especially better under high contention!
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Conclusions

• Relational Private Blockchain
• Support full SQL, access control, and recovery using PostgreSQL
• 300%-350% higher throughput than state-of-the-art
• Backing technology:

Deterministic Concurrency Control for Blockchain 
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