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Long-term goal: 
Optimally connecting users & information for personalized learning

• Search technology is a key resource for learning

– People use Web search as a primary resource for 
learning-related tasks

– Learning applications are starting to rely on search as 
a backend service to find the right content
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Learning-related Web search tasks are popular, 
but can take multiple queries + significant time

Search task % of all sessions Avg queries needed Avg session len
(minutes)

Discover more 
about specific topic

8.0% 6.8 13.5

Find specific fact 7.0% 3.2 7.9

Find facts about a 
person

1.8% 6.9 4.8

Learn how to 
perform a task

2.0% 13 8.5

Other education-
related tasks

1.5% n/a n/a
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Source: P. Bailey et al., User task understanding: 
a Web search engine perspective. NII Shonan Talk, 8 Oct 2012.



Long-term goal: 
Optimally connecting users & information for personalized learning

• Current Web retrieval models are optimized for 
fast, relevant response to single queries

– Not optimized for complex, multi-step tasks

– Poor at personalization, especially for learning tasks

– Ignore important cognitive aspects such as the 
difficulty of the material or concept dependencies
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Long-term goal: 
Optimally connecting users & information for personalized learning
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Idea: Optimize the ranking as seen 
through the user's cognitive "lens"

University of Waterloo Data Systems Seminar 7

Web content

Generic ranking model

New compound
objective functionUser history

& goal

C
o

gn
it

iv
e 

le
n

s
Cognitive 

model



Example: exploring a new topic
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Cognitive lens:
• Find representative aspects of the topic: predict future queries
• Find the right level of effort 

• Repeated, supportive exposure to target concepts
• Efficient coverage of target concepts
• Consider user's prior knowledge

Multi-step objective function:
1. Identify candidate docs with efficient coverage of key vocab
2. Jointly select documents and aspects toward the vocab coverage goal

Cognitive 
model



Implications of algorithms that 
account for user learning 

• Web search (user: person)
– Greatly improved support of learning tasks

• More time well spent
• Better retention, engagement

– Support higher-level connections between ideas

• Learning systems (user: application)
– Better learning outcomes from more effective content 

recommendation
– Methods for adjudicating models of learning
– New types of interactive applications

• "What should I read to help understand this material"
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Objective 1: 
Efficient exploration of a new topic
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Intrinsic diversity: Helping users learn about multiple 
aspects of a single topic

[K. Raman, P. Bennett, Collins-Thompson SIGIR 2013]

• Diversify across aspects of a single intent
e.g.: snow leopards:

– Where do snow leopards live  

– Snow leopards lifespan

– Snow leopard population

– Snow leopards in captivity

• Currently, users need multiple searches
to find different aspects of their need.

• Can we help them find this information faster?
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Aspects
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Aspects

1. Documents should be relevant to query q.
2. Document di should be relevant to associated aspect qi .
3. Aspects should be relevant to ID task initiated by q.
4. Aspects should be diverse.

1

2

3

4
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Ranking Algorithm

• Given query q: 

Produce ranking d1,d2.. (with associated aspects q1,q2..)

1. Documents should be relevant to query q.

2. Document di should be relevant to associated aspect qi .

3. Aspects should be relevant to ID task initiated by q.

4. Aspects should be diverse.

• Objective :
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Breaking Down the Objective - 1

• Document relevance to query.

• Trained Relevance model (with 21 simple features) 
using Boosted Trees.
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Breaking Down the Objective - 2

• Document relevance to aspect.

– Represents/Summarizes the aspect.

• Can be estimated with same relevance model R
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Breaking Down the Objective - 3

• Aspect Diversity + Topical Relevance.

• Maximize query diversity objective

• Submodular Objective: 

– Can be optimized using an efficient greedy algorithm.
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Sample re-ranking results
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Our SIGIR 2013 paper showed 
that this algorithm does 

enable more efficient 
exploration… but what about 

learning outcomes?



Assessing learning via search
[Collins-Thompson, Rieh, Haynes, Syed. ACM CHIIR 2016]
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RQ1: What kinds of measures and indicators can be 
developed to assess learning experiences and outcomes in 
interactive search systems? 

RQ2: What query strategies best support human learning 
experiences and outcomes? (e.g. Intrinsic diversity helps?)

RQ3: To what extent is searchers’ search behavior 
correlated with learning experiences and outcomes? 
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Study workflow
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Search
- Select an initial query 
- Issue more queries (in condition)
- Browse results, save documents
- Completion button when done

Instructions

Post-search questions

Pre-search questions

Read task description

Query condition instructions

Background
questionnaire

Task completion (x 2)

Search server

uFindIt-based
Amazon EC2

Google 
Custom 

Search API

Assign user to one of
three query conditions



Pre-search questionnaire
4 questions

P1: Subjects’ prior knowledge level  (1-5)

P2: Interest in the topic (1-5) 

P3: Perceived difficulty of searching (1-5)

P4: “Please write what you know about this topic"
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Coding 
scheme



Post-search questionnaire
23 questions (Q1-Q23)

See the paper for a complete inventory
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Question Group Response 
Type

# of questions

Cognitive learning assessment (Q1-Q6) Written 6

Search exploration 1-5 6

User experience with the system 1-5 4

Learner interest & motivation 1-5 5

Perceived learning and search success 0-100 2



Users were assigned to one of three 
"query strategy" conditions

• Single query (SQ, N=12)

– Select initial query

– Use initial results for the rest of the session

• Multiple query (MQ, N=15)

– Same user interface as SQ condition

– Select initial query

– May issue new queries

• Multiple query + Intrinsic diversity (ID, N=15)

– Uses ID presentation to MQ condition

– Select initial query

– May issue new queries OR use ID suggestions
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Our model of learning during search 
was based on Bloom's Taxonomy
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Low-level
knowledge/learning

Anderson, L. W. and Krathwohl, D. R. 2001. A Taxonomy for Learning, Teaching, and Assessing: A Revision of Bloom's Taxonomy of 
Educational Objectives. Longman, New York. 



Our model of learning during search 
was based on Bloom's Taxonomy
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High-level
knowledge/learning



Lower-level cognitive learning questions 
(Q1-Q3) were specific to each topic
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Q1: What are the kinds of materials that can 
be used as a sole cleanup method in small 
spills? 

Q2: What are some factors that workers 
should consider to make decisions for 
recovery methods for oil spills?

Q3: Why do you think that oil spills are important 
environment issues? Describe effects and 
impacts on human and environment



Higher-level cognitive learning questions 
(Q4-Q6) were the same for both topics
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Q4: Based on what you 
have learned from your 
searching, please write 
an outline for your paper

Q5: Please write 
what you learned 
about this topic 
from your 
searching with 3-5 
sentences.

Q6: Based on 
your searching, 
what questions 
do you still have 
about this topic?



Example coding for 'oil spill' Q1:
What are the kinds of materials that can be used as a sole 

cleanup method in small spills? 
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Oil Spill Coding Scheme Score

Q1

Remember

1. List general terminology 1

2. Recall elements/kinds of materials/processes 1

3. Describe cleanup methods and techniques 1

4. State appropriate procedures for 

particular circumstances or conditions

0

5. Demonstrate conceptual knowledge

of principles or concepts

1

6. Awareness of knowledge of one's own cognition 0

7. Show knowledge of classifications and categories 1

Raw assessment score for Q1:          5/7

Cleanup from an oil spill is hard and depends upon many factors, including the type of oil, 

the temperature of the water, and the types of shoreline. Methods for cleanup include

oil-eating bacteria, dispersants, and skimming.

For both search tasks, mean inter-coder reliability across Q1–Q6 (Holsti)
Oil Spill task: 0.914                  Open Data task: 0.797



Writing-based Assessment Measure #1:
Cognitive Score

Lower-level cognitive score: Q1+Q2+Q3 = 4+2+5 = 11

Higher-level cognitive score: Q4+Q5+Q6 = 3+2+4 = 9

Overall cognitive score: Q1 +...+ Q6      = 20
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Oil Spill Coding Scheme Score

Q1. What are the kinds of materials that can be used

as a sole cleanup method in small spills?

4

Q2. What are some factors that they should consider

to make decisions for recovery methods?

2

Q3. Why do you think that oil spills are important

environment issues? Describe its effects and 

impacts on human and environment

5

Q4. Based on what you have learned from your 

searching, please write an outline for your paper.

3

Q5. Please write what you learned about this topic 

from your searching with 3-5 sentences.

2

Q6. Based on your searching, what questions do you

still have about this topic?

4

Lower
level

Higher
level



Users’ self-reported perceived learning and search 
success by query condition and task (Q22, Q23)

31

• MQ > SQ across both tasks
• Intrinsic Diversity condition (Open Data task): higher search outcome (p<0.02)
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RQ2: ID users spent more time 
reading docs and assessing results
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Writing-based assessment method # 2:
Knowledge level gain estimates the change in level of 

knowledge from prior (P4) to current (Q5)
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I discovered that cleanup from an oil spill is hard and depends 

upon many factors, including the type of oil, the temperature of 

the water, and the types of shoreline. This can determine which 

is the best cleanup method, which might include oil-eating 

bacteria, dispersants, and skimming.

I guess most oil spill cleanup is done using some kind of 

skimming device or vacuum cleaner. I don't know much more 

than that.

Response to P4:  Please write what you know on this topic…

Response to Q5:  Please write what you learned about this topic…

What is the highest level of knowledge exhibited in this writing?
0 = no knowledge     1 = factual knowledge    2 = conceptual knowledge

What is the highest level of knowledge exhibited in this writing?
0 = no knowledge     1 = factual knowledge    2 = conceptual knowledge

Knowledge level gain: 2 – 1 = 1



RQ1: Indicators of learning
Knowledge Level Gain

• We found a strong positive correlation 
between perceived learning outcomes and 
actual knowledge level gain in the ID 
condition, for both the Open Data (r=0.69) 
and Oil Spill (r=0.64) tasks.
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Knowledge level gain # Participants

+2  (none → conceptual) 10 (24%)

+1 (none → factual, factual → conceptual) 15 (35%)

+0 16 (38%)

-1 (conceptual → factual) 1 (3%)



RQ2: Knowledge Level Gain by Condition

35

• Subjects exhibited different knowledge level gains depending on query condition. 
• The ID condition gave the highest % users with combined factual + cognitive knowledge 

gain for both tasks
• Absolute gains in knowledge level in the ID condition were statistically significant

for the Oil Spill task (SQ=0.41, MQ=0.73, ID=1.20: p=.031)

Oil Spill task Open Data task
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Key study contributions

• RQ1: Searchers' perceived learning outcomes closely matched actual 
learning outcomes.

• RQ2: The ID query condition may give an advantage for learning 
compared to SQ and MQ conditions: 
e.g. ID was associated with the highest % of users achieving factual and 
conceptual knowledge gains.

• RQ3: Time spent per document while searching was highly and 
consistently correlated with higher-level cognitive learning scores.

•
A detailed coding scheme for assessing learning from writing

• Exploration of implicit/explicit indicators for assessing learning in search
• Our study provides further insight into:

– How learning may be assessed effectively during web search.
– Which aspects of search interaction may be most effective for supporting 

superior learning outcomes.
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Objective 2: Adding a vocabulary 
learning goal to topic exploration

[Syed & Collins-Thompson, in submission]

Topic Keywords to learn

Igneous rock magma, pyroclastic, extrusion, …

Cytoplasm cytoplasm, organelle, cell membrane, …
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Optimization:  Compute an intrinsically diverse ranking 

that also achieves the desired keyword coverage

• We add a new term to the intrinsic diversity 
objective function

• Parameter α effectively controls the keyword 
density of documents in the ranking, with the 
goal of covering all the 'target' keywords. 
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Crowdsourced pilot study
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Read ranked list of documents
- Browse results 
- Completion button when done

Instructions

Vocabulary post-test

Vocabulary pre-test

Read task description

Task completion 

Assign user to a topic
& α condition

n = 175 per condition
n = 700 users total

Pre-computed
Intrinsically diverse
rankings

Learning objective:   Maximize (Post – Pre) test score



Adding keyword coverage to the intrinsic diversity objective 
improved vocabulary learning outcomes for some topics
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Increasing α keyword coverage also led to 
rankings with more efficient learning gains
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Reading time per word 
was correlated with 
learning gain per word
(r = 0.422).

Documents with higher
keyword density 
tended to be shorter 
with more supporting 
images.



Future directions:
e.g. What resources should I use to help me

understand this paper?

New Terms/Concepts:

• functional
• expected loss
• measure
• conditional distribution
• expected value
• independent
• identically distributed
…

Concept Dependencies:

measure → probability/topology
functional → linear algebra
IID → statistics



Future directions

• Optimizing long-term retention, not just
immediate learning

• Modeling conceptual dependencies as constraints

• Integrate models of cognitive capacity, memory

• Applications for learning disabilities

Thanks!

Kevyn Collins-Thompson    kevynct@umich.edu

University of Waterloo Data Systems Seminar 43


