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About the Speaker

Research Program:

● The design and implementation
of efficient parallel algorithms.

● The interrelationship between
the theoretical analysis of
parallel algorithms and the
performance observed on
current parallel architectures

● The use of efficient parallel
algorithms for large-scale data
analytics and computational
biology

Current Projects

● Auto-tuned parallel algorithms
for multi-core processors,
GPUs, clusters & clouds.

● Parallel large-scale data
analytics: online analytical
processing (OLAP).

● Parallel computational biology:
protein-protein interaction
prediction.
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Online Analytical Processing (OLAP)

IBM/COGNOS

Insight
Workspace
Report/Studio



Frank Dehne  ●  www.dehne.net

Online Analytical Processing (OLAP)

A

B

C

AB

AC

BC ABC

Operations:
● roll-up

● drill-down

● slice

● dice

Traditional: Data Cube

Pre-compute group-bys to
improve query response time.

Static or Batch Updates
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OLAP vs. OLTP

Source: AcceleratedAnalytics.com

OLTP System OLAP System

Source of data Operational data Consolidated data

Purpose of data Business operations Planning, decision
support

Type of data Snapshot of ongoing
business

Multi-dimensional
views of “historic” data

Updates Small and fast Periodic long-running
batch jobs

Queries Relatively simple,
involving few data
records

Often complex,
involving aggregations
of large data sets

Processing speed Typically very fast Depends on amount of
data involved; batch
updates and complex
queries may take many
hours
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The Five V's Of “Big Data”

• Volume
• Velocity
• Variety
• Veracity
• Value

ABCD

ABC ABD ACD BCD

AB AC AD BC BD CD

AA BB CC DD

All
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Real-Time OLAP

• Avoid static data cube
structure and batch
updates.

• Stream of OLAP insert 
and query operations.

• Inserts are immediate. 

Queries operate
on latest 
up-to-date 
data set.

Real Time 
OLAP
Engine
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Real-Time OLAP

• Problem: 
Performance.

• Data cube was
introduced to improve
performance!
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Real-Time OLAP

Research Question:

Can parallel computing 
be used to improve
performance for real-time 
OLAP?
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Parallel Computing

Multi-core

Processors

Cloud / Cluster

shared memory distributed memory
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Parallel real-time OLAP
on multi-core processors
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Parallel Real-Time OLAP

Our solution:

Parallel DC-Tree
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Parallel DC-Tree

• Multidimensional tree data
structure.

• Operations: insert and query.

• Enhanced for data
aggregation and dimension
hierarchies (Kriegel et.al.,
ICDE 2000)

• Enhanced for multi-core
parallel computing (Dehne
et.al., CCGrid 2012)
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Sequential DC-Tree

● Ester, Kohlhammer, Kriegel
(ICDE 2000)

● Adaptation of R-tree for OLAP
● Replaces total ordering by

concept-hierarchies.

● Replaces minimum bounding
rectangles (MBR) by
minimum describing sets 
(MDS)

● Adds internal directory
nodes

R-Tree
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Concept hierarchies

● Data representation:
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Minimum describing sets (MDS)

MBR MDS
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Parallel DC-Tree

● Dehne, Zaboli
(CCGrid 2012)

● Parallelization:
● Insert and query

operations are
executed concurrently.

● Query operations that
need to search
multiple subtrees of a
node are split into
multiple concurrent
processes.

OLAP queries:

      insert

      query (aggregate range query)

parallel DC-tree

multi-core processor

memory

inserts/queries results
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Parallel DC-Tree

Main Problem OLAP queries:

      insert

      query (aggregate range query)

parallel DC-tree

multi-core processor

memory

inserts/queries results

Interference between
concurrent insert and query 
operations:

Query results have to
include transient inserts
that have been issued prior.
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Parallel DC-Tree

Race Conditions OLAP queries:

      insert

      query (aggregate range query)

parallel DC-tree

multi-core processor

memory

inserts/queries results
● Inserts and queries run at

different speeds.

● Insert traverse root to leaf
and back to root

● Queries need to traverse
subtrees depending on data
volume to be aggregated.

● Insert and query operations
can overtake each other.
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Parallel Insert & Query Operations

D1 1 20

R

L1 3 10 L2 6 10

D2 2 20

L3 4 10 L4 5 10

ID Time
Stamp

Measure

Solution:

Add to data structure
 Right sibling links
 Timestamps

● Lengthy case analysis

● Most challenging case:
● Insert creates node split. Transient

query needs to detect and re-calculate.
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Parallel Insert & Query Operations

1
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D3,3
D2,2
D1,1 D1,1

D3,3
D4,1
D1,1

Already
counted?

Stack

Insert

Query

CASE:
● Insert creates a directory node split
● Concurrent query returns back up the tree and finds tree structure changed.

New node gets
old time stamp !
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Parallel DC-Tree Performance

● Transaction Processing Performance Council
TPC-DS (Decision Support) Benchmark.

● Two processor architectures:

1.Intel Sandy Bridge, 4 Cores, 8 Hardware Threads
(Hyperthreading), 16 GB Memory.

2.Intel Xeon Westmere EX (2 Sockets), 20 Cores, 40
Hardware Threads (Hyperthreading), 256 GB
Memory.
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TPC-DS Benchmark

TPC.org
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TPC-DS Benchmark

8 Dimensions

Hierarchy
Levels

Hierarchy
Levels
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Intel Sandy Bridge, 4 Cores
DB initialized with 400,000 records. I = # inserts and Q = # queries in the input stream.

5% query
coverage

25% query
coverage
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Intel Sandy Bridge, 4 Cores

Comparison with 
multi-threaded MySQL

 DB initialized with 400,000 records.
 Stream of 1000 queries.

Parallel DC-Tree

25% query
coverage
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Intel Xeon Westmere EX, 20 Cores

100 GB data set (10 Mil. Records) 
10,000 queries
1,000 insertions
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Intel Xeon Westmere EX, 20 Cores

Parallel DC-tree

number of roots

response time

Hotspot at root requires multiple root copies...
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Intel Xeon Westmere EX, 20 Cores

Response time
5 sec. -> .25 sec.

Response time
2.7 sec. -> .13 sec.

100 GB data set (10 Mil. Records) 
10,000 queries
1,000 insertions

Total Total
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Parallel real-time OLAP on multi-core processors

● Published in ACM/IEEE
CCGrid 2012
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Parallel real-time OLAP on multi-core processors

● Published in ACM/IEEE
CCGrid 2012

● IBM Research Impact Of
The Year Award
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Parallel real-time OLAP on multi-core processors

● Published in ACM/IEEE
CCGrid 2012

● IBM Research Impact Of
The Year Award

● IBM patent submission

● IBM implemenation
group for TM1
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Parallel real-time OLAP

● Published in ACM/IEEE
CCGrid 2012

● IBM Research Impact Of
The Year Award

● IBM patent submission

● IBM implemenation
group for TM1

● New 3 year funded
project (2013-2016):
scale up to cloud

● $1M hardware (private
cloud at Carleton)

● Carleton/IBM Data
Science Institute
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Parallel real-time OLAP
on cloud architectures

Version 1

Presented at   IEEE BigData 2013
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Cloud Computing Architecture

● Large scale compute
cluster

● Virtual machines on
demand

● Elastic: dynamic addition
of compute resources

● Dedicated storage
devices (e.g. S3
buckets)
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Real-Time OLAP “In The Cloud”

OLAP operations:

      insert

      query (aggregate range query)

Pointers to results
(on S3)

Cloud

Master (multi-core)

Worker (multi-core)

Storage device (S3)

Zookeeper
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Real-Time OLAP “In The Cloud”
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“Elastic” System Growth

Hat

Hat
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“Elastic” System Growth
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Correctness

Worker 1 Worker 2

Worker 3

Theorem:

Horizontal links 
a and c between
workers are
not needed.
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Load Balancing

● Insertion/query load
and memory usage

● More subtrees than
workers

● Global statistics in
Zookeeper

● Migrate subtrees

● Split subtrees
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TPC-DS Benchmark

8 Dimensions

Hierarchy
Levels

Hierarchy
Levels
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Performance

N: database size, d: # dimensions, m: # workers
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Performance
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Performance

0.25 sec



Parallel real-time OLAP
on cloud architectures

Version 2

Fully Distributed (no “Master” processor)
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System Overview

● Multiple servers
● Multiple workers
● Each worker stores multiple

PDC trees
● Each server stores a local

“system image” (PDC tree
hat)

● Zookeper stores a global
“system image” (PDC tree
hat) and worker load statistics
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System Overview

● Global system image stored at
Zookeeper

● Servers store local system image
● Local system images get pushed and

aggregated into Zookeeper
● Zookeper returns new global systems

image to servers
● Strong serialization among user

sessions connected to the same server
(workgroup).

●  “Best effort” serialization between user
sessions on different servers
(typical freshness bound <= 8 seconds;
worst case freshness bound <= 15
seconds)
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Load Balancing

● Manager queries Zookeeper
and examines worker load
statistics

● Manager initiates load
balancing operations
between workers

● Concurrent with
Insert/Query operations

● Manager is NOT involved in
Insert/Query operations
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Data Ingestion Performance

16 workers
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Load Balancing

16 workers
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Real Time OLAP: Insert/Query Stream

Database size: 400 M

16 workers
4 servers
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Impact Of Number Of Servers

Database size: 400 M

16 workers
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System Scale-UP

Data size and 
#workers are 
Both increasing

25 M data items
Per worker

4 servers

average over all
query coverages
(5% - 95%)
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Conclusion

Parallel data structures
can enable real-time 
OLAP on multi-core and
cloud architectures.
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