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Modern Hardware – All over the place…
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A Look at Hardware Trends – 201x

3



A Look at Hardware Trends - 2015
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The Dresden Agenda …

CULTURE

 (inoffical) cultural capital of Germany (theaters, museums, etc.)

SEMI CONDUCTOR INDUSTRY

 No.1 semiconductor site in Europe

 No.5 semiconductor site on the planet
- Siltronic wafer production, Toppan / Dupont Photomasks

- Infineon Global Foundries 

- ZMD, ATMEL, Applied Materials

- Intel, Amazon etc.

LARGE TOP- NOTCH R&D ORGANIZATIONS

 TU Dresden with >38.000 students

 Fraunhofer with 11 institutes (1.200 employees)

 Max Planck with 3 institutes (900 employees)

 Leibnitz Gesellschaft with 4 institutes and 1.500 employees

 Helmholtz Institute, Rossendorf (800 employees)
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The “Dresden Data(base) System Group”
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5G Lab
Germany

HANA 
Student Campus



The cfAED mission

SOME NUMBERS

 FUNDING VOLUME // € 34 million 

 FUNDING PERIOD // 1 Nov 2012 – 31 Oct 2017

 PARTICIPATING INSTITUTIONS // 11

 INVESTIGATORS // ~ 60
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…more shots on a goal



The „HAEC-Box“

KEY CHARACTERISTICS

 Optical communication on board

 Adaptive wireless backplane communication

 3D stacking

 Self-* capabilities on SW-level
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Multiple layers of memory and processing units

Impact on processor design

React on computer architecture

Instruction set extensions

DB architecture for Scale-up2
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Database- spec ific Instruc tion Sets



xPU Developments and Consequences
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http://upload.wikimedia.org/wikipedia/en/c/ce/Clock_CPU_Scaling.jpg

http://www.extremetech.com/wp-content/uploads/2012/02/CPU-Scaling.jpg



Motivation of „DB Processor“

TODAY’S DATABASE SERVERS

 Fat cores (area & power)

 Few HW adaptions

 CMOS scaling

DATABASE MACHINES (ANCIENT)
 Processors build from scratch

 Long development cycles

 High development costs

OUR APPROACH

 HW/SW Co-design

 Customizable processor

 Application-specific ISA 
extensions

 Tool flow & short HW 
development cycles 



Core manager (CM):
 Extended Xtensa-LX4
 Scheduling specific instruction set
 32KB for code
 64KB for data

Processing Elements (PEs)
 Xtensa-LX4 from Tensilica (now Cadence)
 32KB for code
 32KB for data

Application Core (App)
 570T core from Tensilica (now Cadence)
 16KB cache for code
 16KB cache for data

2 x 128MB DRAM

cfaed.tu-dresden.de

Currently available HW: The Tomahawk2



Customizable Processor Model
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Overview: Tool Flow
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// shift8 -> internal state
int res=add3_shift(v0, v1, v2);

int res= (v0 + v1 + v2) >> shift8;



A selection of database primitives…

SET OPERATIONS (FOR RID LISTS)
 Intersection

 Difference

 Union

SORTING

 Merge Sort

HASH OPERATIONS

 Integer Hashing

 String Hashing

 Hash Table Management

COMPRESSION (FOR BITMAP INDEXES)
 Word-Aligned Hybrid (WAH)

 Position List Word Aligned Hybrid (PLWAH)

 COMPressed Adaptive indeX (COMPAX)
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Sorted-Set Intersection
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int intersect (int* A, int* B, int l_a, int l_b, int* C) {
int pos_a = 0, pos_b = 0, pos_c = 0;
while( pos_a < l_a && pos_b < l_b ) {

if( A[ pos_a ] == B[ pos_b ] ) {
C[ pos_c++ ] = A[ pos_a ];
pos_a++;
pos_b++;

}
else if( A[ pos_a ] < B[ pos_b ] )

pos_a++;
else

pos_b++;
}
return pos_c;

}

merged in one inst.

internal states

 + 2x 128 bit data busses + explicit  load- sto re  + SIMD + …



Selectivity: Intersection
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Throughput [Mib/s]
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 DBA_2LSU_EIS vs. 108MINI: 38x              30x            33x           17x
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Comparison

SORTED-SET INTERSECTION
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7x improvement
963x improvement

175x improvement



Timing and Area
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Relative Area Consumption(DBA_2LSU_EIS)

Final processor



Tomahawk2 Programming
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Hardware SetupProfiling Software



DB-Princ iples fo r „Mega- Core“ Machines



Main Driver: NUMA Awareness
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TA versus Data-Oriented Architecture (DORA)
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…

Data

…

Data

Indirection

Transactions

Transaction-Oriented Architecture
shared-everything

Data-Oriented Architecture
mixed shared-everything & shared-nothing

Lack of scalability

No load balancing & indirection required

Scales on massive parallel systems

Load Balancing and indirection required

Energy proportional by design Not energy proportional by design

Pros & Cons

Challenges
(1) Speed up load balancing indirection to work

efficiently for in-memory systems
(2) How to make the data-oriented architecture

energy proportional

Well investigated and
widely deployed

Which
Architecture ?

…

Transactions



ERIS Data Management Core

CHARACTERISTICS

 data-oriented architecture
(via message passing)

 NUMA awareness

 heterogeneous hardware

 aggressive elasticity strategies

 dynamic data placement policies

applicatio n co de (+  custo m o perato rs)

different sto rage fo rm ats

LLVM

dynamic loading

… an academic playground for modern DB techniques

Monitoring  and Load Balanc ing

Slim  Data  Management Core



ERIS Overall Architecture

DATA- ORIENTED ARCHITECTURE

 Follows MVCC principle

 Distribution based on logical partitioning

 Aggressive re-partioning using copy as well as link strategies
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Evaluation: Some MicroBenchmarking

LOOKUP/UPSERT THROUGHPUT DEPENDING ON INDEX SIZE
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Evaluation: Scan Throughput

SCAN PERFORMANCE

 SGI Machine

 488 cores – parallel scan

 8 billion entries in the column store

LINK AND MEMORY CONTROLLER ACTIVITY

 AMD Machine

 Scan: 8B Keys

 Lookup: 1B Keys
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Evaluation: L3 Cache Usage

L3 CACHE USAGE – INDEX LOOKUP L3 C ACHE LINE STATE – INDEX LOOKUP

 Percentage of all hits

 1B keys
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Key Component: Load Balancer

BALANCING STRATEGIES

 Copy Strategy: 

copy data within NUMA systems
between different sockets

 Link Strategy: 

delegate pointer, delay data movment
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Multiprocessor 1

Local Memory

Multiprocessor 2

Local Memory

Intra-Node 
Transfer

link

Inter-Node 
Transfer

copy

…

AEU AEU AEUAEU

Transfer Command

Raw Data Stream



Summary and Conclusion
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Conclusion
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 MODERN HARDWARE DEMANDS SIGNIFICANT RE-THINKING OF DB ARCHITECTURES

 extreme NUMA Systems: „distributed system“ with common address space

 customizable processors („dark silicon“): revival of the database machine?

 communication: optical / wireless & RMDA: 
blurring the boundaries between scale-out and scale-up

 Non-Volatile RAM: will be a game-changer!

 SLIM AND EXTENSIBLE DATA MANAGEMENT CORE TO

 efficiently support today‘s applications requirements (mixed OLTP/OLAP workloads etc.)

 embrace and exploit capabilities of modern hardware

5G Lab
Germany
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