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https://twitter.com/andy_pavlo
http://db.cs.cmu.edu/
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I'm not concerned about 
the very poor. 

Mitt Romney – Feb 1st 2012 
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1% 
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(a) H-Store (b) VoltDB 

Figure 1: Examples of database systems 
for the “one percent.” 
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Figure 2: Throughput of three DBMSs for 
the single-node Voter benchmark with 
100% single-partition transactions. 
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(a) Stored Procedures (b) Separate OLAP DBMS (c) Pre-Partitioning 

Figure 3: Cost and management 
burdens when using a specialized OLTP 
database system. 
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99% 

  



   



  

https://news.ycombinator.com/item?id=9259986
https://news.ycombinator.com/item?id=9259986
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(a) Existing Applications (b) Hybrid Workloads (c) Autonomous++ 

Figure 4: The design goals of a database 
management system for the 99%. 
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Peloton 

 

http://drbl.in/kIkC
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Data & Execution Model 
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(a) OLTP Workload 

A B C A B C 

(b) OLAP Workload 

A B C 

Data Migration Scatter-and-Gather 

Figure 5: The database system chooses 
different data distribution models based 
on the perceived workload type. 
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Figure 6: Tile-based storage architecture 
where relations are split into disjoint 
column blocks.  
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Figure 7: Dynamically reorganizing the 
physical layout of tuples based on the 
application’s access patterns. 
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Figure 8: Modular query engine that 
supports interpretation, SIMD execution, 
and LLVM-based plan compilation. 
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Automatic Optimization + Tuning 
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Figure 9: An illustration of a database 
performance metric time-series. 
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Figure 10: Using predictive analytics in 
OLTP workloads to speculatively execute 
queries on remote nodes. 

[VLDB 2011] 

  

http://hstore.cs.brown.edu/papers/hstore-markov.pdf
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Figure 11: A DBMS process controller 
based on the receding horizon model 
with scenario-based planning. 
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Figure 12: Automatic database system 
configuration tuning using the OLTP-
Bench framework. 
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Figure 12: Automatic database system 
configuration tuning using the OLTP-
Bench framework. 
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Larger-than-Memory Storage 
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Figure 13: New data is first stored in 
DRAM and then is migrated to the disk-
resident anti-cache over time. 
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[VLDB 2013] 

http://hstore.cs.brown.edu/papers/hstore-anticaching.pdf
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Figure 14: TPC-C throughput of H-Store 
with anti-caching versus MySQL for 
different database sizes. 
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Figure 15: Extending the DBMS’s 
address space with NVM. The execution 
engine treats tuples the same regardless 
of whether they reside in DRAM or NVM. 
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Figure 16: Comparison of storage 
managers executing a YCSB workload. 
The NVM-optimized engines use byte-
addressable persistent data structures. 
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[SIGMOD 2015] 
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