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Purpose 

The use of artificial intelligence (AI) and automated decision-making (ADM) technologies has become 

widespread in the hands of public and private entities, yet the Canadian government is slow in creating 

policies to reflect it. Global Affairs Canada (GAC) needs to collaborate multilaterally with other nations to 

create a more standard international policy on AI for a global issue.

Summary

Canada perceives AI as a transformative technology with implications for various aspects of international 

relations, including diplomacy, security, trade, and human rights (Government of Canada, 2022). By 

hosting an annual international forum on AI governance, appointing a special AI envoy, and aligning AI 

development and use with universal human rights declaration through an international convention, GAC 

can play an active role in the effective global governance of AI while protecting fundamental human rights 

and freedom. The basis for these recommendations is to balance the development and deployment of 

AI and ADM technologies with the protection of social and political rights declared under the Universal 

Declaration of Human Rights. The fast-paced development of AI continues to shape global dynamics at 

an unprecedented speed and Canada and GAC need to step in to protect their interests from the threat of 

mismanaged AI development.

Background

Defining AI and ADM

The concept of artificial intelligence emerged in the 1950s when researchers began developing algorithms 

and models to mimic human intelligence. One of the earliest AI algorithms was the «Logic Theorist,» 

created by Allen Newell and Herbert A. Simon in 1956 (Newell et al., 1958). Artificial intelligence refers to 

the development of computer systems that have the ability to perform cognitive functions associated 

with human beings (Sheikh, Prins, & Schrijvers, 2023). By combining computer science and robotic 

technologies, these systems have become capable of using algorithms and large datasets to process, 

analyze, and interpret to make decisions or predictions (Sheikh, Prins, & Schrijvers, 2023). Relying on 

AI, automated decision-making technology is a computer system that uses algorithms and big data to 

autonomously make decisions or take actions (Lomborg, Kaun, & Scott Hansen, 2023).

Concerns For AI on Human Rights

AI impacts on human rights started to become a social challenge in the early 2010s when the widespread 
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adoption of AI technologies, coupled with the increasing sophistication of AI algorithms, raised concerns 

about potential ethical and human rights implications. As AI systems began to be integrated into various 

sectors, such as law enforcement, healthcare, and education, incidents of biased decision-making, 

discriminatory outcomes, and privacy breaches highlighted the need for responsible AI governance 

(Diakopoulos, 2016). On top of this, with misinformation and “deepfake” images and video, AI can be used 

to implicate people in media that was created purely by AI systems. Currently, there are no government 

systems that specialize in dealing with these concerns.

Canada’s Current Policy Objectives

Canada is In the process of passing legislation Bill C-27, which would push the Artificial Intelligence and 

Data Act (AIDA) to the forefront of AI policy. While AI and Data Privacy are not the only AI concern, it is 

a start in the right direction. Canada recognizes “that developments in AI have created regulatory gaps 

that must be filled in order for Canadians to trust the technology” (Government of Canada, 2023). It 

paired the bill to work in tandem with EU AI laws. This will help GAC approach other nations with a more 

international framework. While AIDA is still being finalized, the GAC should be working to push Canada to 

the forefront of the conversation by creating events, such as a yearly summit around AI integration, and 

subdivisions of the GAC that focus on AI and how it impacts the world. By hosting it in Canada, the GAC 

can promote Canadian interests. On top of this, putting together a panel of experts that link AI to Canadian 

policymaking is vital to Canada’s success in AI governance. By having a comprehensive group of computer 

scientists, private sector corporations, and policymakers, amongst others will help close Canada’s AI 

regulatory gaps.

Players and Stakeholders

The major players are the government entities that use these technologies to process big data and make 

more precise governance decisions and the private sectors, such as finance, marketing, transportation, and 

e-commerce which utilize AI and ADM to serve their customers. The stakeholders also include Canadian

citizens that interact with AI in society at their local stores, hospitals, and schools, and who want to keep

their rights and their data private (Government of Canada, 2023).

Issues
With AI becoming more commonplace in many sectors of everyday life, Canada has not created a 

comprehensive policy on AI governance to deal with the concerns previously listed. If it cannot create 

enough solutions toward AI use, many people’s human rights will be infrigned upon (OHCHR, 2021; 

UN, 2021; & Yeung, 2019). Without a specialized governing body within the Canadian government that 

specializes in AI, global conversation on AI where Canada can promote its interests, and a collaboration 
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of experts to drive policymaking in Canada’s favor. Canada needs to urgently build its infrastructure on 

AI governance in the next few years to make sure the use of AI doesn’t outpace Canada’s policies and 

interests.. 

Canada’s International Engagements and the GAC’s Future Role

AI experts and scholars argue that a great deal of work should be done to ensure that Canada’s AI 

regulatory framework is being used effectively in serving humanity in terms of protecting human rights 

and ethical principles (citation). Looking at the European Union (EU) and the United Kingdom (UK), these 

examples include the EU’s AI Act and UK’s AI strategy (OECD, 2023).

International Engagements

Canada has not had very many engagements on a global scale with respect to AI and ADM legislation 

or regulations. However, during the G7 meeting in 2018, Canada and France expressed their vision for 

a human-centric artificial intelligence initiative by promoting innovation, development inclusion, and 

diversity while protecting human rights (Government of Canada, 2018). Canada must continue that vision 

by laying down the infrastructure in government to deal with AI implementation..

The GAC’s Position

The GAC is perfectly suited to push Canada’s vision for AI management to the international level. While 

the government is passing laws that match other states, Canada should be creating leading events, 

organizations, and committees focused on international AI policies that would bring states to the 

table,  similar to the United Nations Framework Convention on Climate Change (UNFCCC). GAC needs a 

specialized department within itself that focuses on AI, human rights, and international cooperation, being 

overseen by a government AI envoy. Because laws are still being passed, Canada is positioned to be a 

leader in AI policy at the international level, but it must take advantage of this within the next few years.

Recommendations

1. A New International Summit in Canada

The GAC should work with other agencies to host an annual global governance AI forum within the next

year. inviting leading AI experts and actors in public, private, and research institutions to exchange their

ideas on recent AI development and regulations. Being at the forefront of the conversation will help

Canada keep its values in public conversation.

2. A New Department For AI with an AI Envoy

The GAC should create a new AI security subdivision focused on International AI and Human Rights.



5

It should appoint an AI envoy that builds special rapport with other countries in negotiations on AI 

development and governance. For instance, the United Arab Emirates government has appointed a 

Minister of State for Artificial Intelligence that leads their Artificial Intelligence Office

3. Create a Committee of State and Non-State Actors on AI and Human Rights

GAC should put together a committee of AI experts in various industries to create new frameworks of

international AI governance with the mission of protecting social and political human rights. This should

include a mix of policymakers, scientists, and private sector representatives.

Next Steps

Canada must finish passing an AI policy law like Bill C-27 that protects its interests while achieving a 

common policy framework with other states. By following the above recommendations, the GAC can lead 

the conversation on AI, data privacy, and human rights.
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