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ARTICLE INFO ABSTRACT

Dataset link: https://github.com/d62lu/3D-UM Segmentation of point clouds is foundational to numerous remote sensing applications. Recently, the de-
amba velopment of Transformers has further improved segmentation techniques thanks to their great long-range
context modeling capability. However, Transformers have quadratic complexity in inference time and memory,

Keywords:
State space model which both limits the input size and poses a strict hardware requirement. This paper presents a novel 3D-
Mamba UMamba network with linear complexity, which is the earliest to introduce the Selective State Space Model

(i.e., Mamba) to multi-source LiDAR point cloud processing. 3D-UMamba integrates Mamba into the classic
U-Net architecture, presenting outstanding global context modeling with high efficiency and achieving an
effective combination of local and global information. In addition, we propose a simple yet efficient 3D-token
serialization approach (Voxel-based Token Serialization, i.e., VTS) for Mamba, where the Bi-Scanning strategy
enables the model to collect features from all input points in different directions effectively. The performance
of 3D-UMamba on three challenging LiDAR point cloud datasets (airborne MultiSpectral LiDAR (MS-LiDAR),
aerial DALES, and vehicle-mounted Toronto-3D) demonstrated its superiority in multi-source LiDAR point cloud
semantic segmentation, as well as the strong adaptability of Mamba to different types of LiDAR data, exceeding
current state-of-the-art models. Ablation studies demonstrated the higher efficiency and lower memory costs
of 3D-UMamba than its Transformer-based counterparts.

Multi-source LiDAR data processing
Point cloud semantic segmentation

1. Introduction cloud data. Specifically, given an input point cloud, the self-attention

algorithm enables each point to establish a connection with every other

LiDAR point cloud scene segmentation plays a crucial role in remote
sensing due to its capability to provide high-resolution and accurate
three-dimensional data of the Earth’s surface. This technology allows
for precise mapping and analysis of terrain, vegetation, and urban
structures, facilitating various applications such as environmental mon-
itoring (Pasternak et al., 2023), forestry management (Xiang et al.,
2024), urban planning (Xiao et al., 2023; Stilla and Xu, 2023), and
disaster response (Nikoohemat et al., 2020). By extracting valuable
spatial information, LiDAR point cloud scene segmentation significantly
enhances the analysis and interpretation of complex geographic data,
leading to more informed decision-making and resource management.

The 3D Transformer technique has achieved great success in LiDAR
point cloud processing (Cheng et al., 2023; Zhang et al., 2023a; Lu
et al.,, 2024a). The self-attention mechanism plays a crucial role in
capturing long-range dependency and contextual information, which
allows the model to capture complex spatial dependencies within point
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point in the set by calculating a similarity matrix. By aggregating
information from all points, the self-attention mechanism captures
the global context and intricate relationships within the point cloud,
leading to more comprehensive and accurate feature representations.

However, since the self-attention mechanism inherently involves
calculating attention scores between every pair of points in the set,
it results in quadratic complexity denoted as O(N2D). Consequently,
as N increases, the computational cost and memory requirements
rise rapidly, which imposes strong hardware requirements. Therefore,
designing an elegant model with linear complexity is necessary and
meaningful while maintaining an excellent performance comparable to
the Transformer.

Mamba, an improved Structured State Space Model (SSM), recently
emerged as a highly promising method with great performance in long-
range context dependency modeling (Gu and Dao, 2023). Moreover,
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it achieves linear complexity due to its inherent recurrence relations.
Compared to NLP, point cloud data presents more challenging char-
acteristics, such as sparsity, uneven spatial distribution, and disorder.
Therefore, it is essential to discuss Mamba’s adaptability to point cloud
processing before its application in this domain. First, the sparsity
and uneven spatial distribution of point clouds pose significant chal-
lenges for local and global feature extraction. The selective state space
model in Mamba addresses this by dynamically adjusting the system’s
state-space parameters based on the input sequence. This dynamic
mechanism enables the model to analyze each input point and decide
whether to propagate or discard past information. Such flexibility
allows Mamba to effectively model long-range dependencies, capturing
global contextual information even in sparse and unevenly distributed
point clouds, resulting in robust feature representation capabilities.
Second, the unordered nature of point clouds prevents them from being
directly processed by Mamba. Therefore, serialization of point clouds
is essential. Point cloud serialization typically leverages their geometric
spatial attributes for ordering, ensuring that the original spatial topol-
ogy and geometric relationships are preserved during serialization.
Third, Mamba’s selective state space model effectively incorporates
contextual information while filtering irrelevant or redundant data.
This capability is particularly beneficial for handling noise and outliers
in point clouds, such as LiDAR scans, making Mamba suitable for noisy
data processing. Finally, compared to Transformers, Mamba adopts a
recurrence-based computation approach. The recurrence relation up-
dates the state using only the previous state and the current input,
resulting in linear complexity. This allows Mamba to achieve compa-
rable global context modeling capability to Transformers while being
significantly more efficient, making it well-suited for large-scale LiDAR
point cloud processing.

Therefore, in this work, we introduced the Mamba technique to
the field of remote sensing and explored its effectiveness in different
types of LiDAR data processing. This is the earliest work to apply
Mamba to multi-source LiDAR point cloud processing to our knowl-
edge. Specifically, we integrate the Mamba block into the classic U-Net
framework (Ronneberger et al., 2015), forming a novel network named
3D-UMamba. It has a hierarchical encoder—decoder structure and in-
tegrates both local and global feature learning effectively. The local
feature learning is achieved by the common feature grouping and
pooling operations, while the global feature learning is achieved by
the Mamba blocks operated on progressively downsampled point sets.
To transfer the unordered point clouds into 1D-sequence data, we
proposed a simple yet effective serialization approach, named Voxel-
based Token Serialization (VTS). The proposed 3D-UMamba achieved
SOTA segmentation results across various LiDAR datasets and demon-
strated superior algorithm efficiency compared to its Transformer-based
counterpart.

We highlight the key contributions of the paper as follows:

» We proposed a novel Mamba-based LiDAR point cloud semantic
segmentation framework, named 3D-UMamba, which achieves
global context information capturing with linear complexity. The
local information aggregation is integrated with global context
modeling in 3D-UMamba for strong point cloud feature represen-
tation.

We designed an effective token serialization approach, named
Voxel-based Token Serialization (VTS), where the Bi-Scanning
strategy allows each input point to effectively gather information
from all other points in different directions. It enhances the
model’s generalization to sequential data by introducing random
ordering of tokens within each voxel, which is especially suitable
for LiDAR point cloud processing.

3D-UMamba achieves SOTA segmentation performance on multi-
source LiDAR point cloud datasets (MS-LiDAR with 84.5% of
mloU, aerial DALES with 78.1% of mloU, and vehicle-mounted
Toronto-3D with 79.4% of mloU), surpassing other recent
Mamba-based methods such as PointMamba and PointCloud-
Mamba.
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2. Related work
2.1. LiDAR point cloud segmentation

Existing LiDAR point cloud segmentation methods can be broadly
divided into four categories: Volume-based methods, Projection-based
methods, Point-based methods, and Transformer-based methods.

Inspired by image processing, VoxNet (Maturana and Scherer, 2015)
proposed the 3D voxelization method for point cloud processing. It
used the regular volumetric grid to represent unstructured point clouds.
After that, 3D convolutions can be directly performed for feature
extraction. OctNet (Riegler et al., 2017) introduced an unbalanced
grid-octree algorithm, enabling the efficient representation of higher-
resolution input data (256 x 256 x 256) compared to VoxNet. Sub-
sequently, advancements such as 4D Spatio-temporal ConvNets (Choy
et al., 2019) adopted sparse convolution algorithms, which significantly
improved efficiency by avoiding computations in unoccupied voxel
regions. These techniques effectively mitigated the computational and
memory overheads associated with voxelization.

Projection-based methods transform 3D point clouds into 2D rep-
resentations, allowing the use of well-established convolutional neural
network (CNN) architectures. These methods, such as SqueezeSeg (Wu
et al.,, 2018) and its improved versions (SqueezeSegV2 (Wu et al.,
2019b) and SqueezeSegV3 (Xu et al., 2020)), employ spherical or
range projections to map point clouds into grids for semantic seg-
mentation. For instance, RangeNet++ (Milioto et al., 2019) converts
point clouds into range images, applies 2D fully convolutional networks
for segmentation, and reconstructs the 3D structure post-segmentation.
Similarly, PolarNet (Zhang et al., 2020) and Multi-Projection Fusion
(MPF) (Alnaggar et al., 2021) utilize alternative projection schemes
like polar or multi-view projections to enhance segmentation accuracy.
While projection-based methods are computationally efficient and offer
faster inference times, they face challenges such as discretization errors
and difficulties in segmenting complex scenarios.

Point-based methods take the raw point cloud data with/without
normals as input, dealing with unordered point clouds directly. Point-
Net (Qi et al., 2017a) first used shared Multi-Layer Perceptrons (MLPs)
to achieve point cloud feature learning. After that, PointNet++ (Qi
et al.,, 2017b) introduced the local feature aggregation into PointNet,
making the network aware of the local information. Inspired by the
strong local feature extraction capability of CNNs, some further vari-
ants, such as PointCNN (Li et al., 2018), PointConv (Wu et al., 2019a),
and DGCNN (Wang et al., 2019b), proposed to design the 3D convo-
lutional kernels and Graph Convolution algorithm to improve point
cloud processing and analysis. PointNext (Qian et al., 2022) further
explored the potential of point-based methods on point cloud segmen-
tation, and fully investigated various data augmentation approaches for
performance improvement. Unlike earlier methods such as PointNet++,
PointMLP (Ma et al., 2022) employs a fully-connected MLP-based archi-
tecture with a lightweight design that efficiently extracts both local and
global features through hierarchical grouping and feature aggregation.
By optimizing feature learning and leveraging residual connections,
PointMLP achieves excellent results in point cloud segmentation.

In recent years, inspired by the application of Transformers in
the image processing field, many Transformer-based point cloud seg-
mentation methods have been proposed. The unique mechanism of
Transformer, self-attention, achieves excellent results thanks to its
strong capability of global context modeling. Point Cloud Transformer
(PCT) (Guo et al., 2021) replaced the shared MLPs in PointNet architec-
ture with Transformer blocks, making the network aware of long-range
context dependencies. Point Transformer (PT) (Zhao et al., 2021a)
applied the Transformer to local feature extraction, which has shown
its superiority in feature aggregation. Instead of using raw point clouds,
Stratified Transformer (Lai et al., 2022) took 3D voxels as input to
the segmentation network. It applied Transformers in predefined local
windows, following Swin Transformer (Liu et al., 2021). Furthermore,
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there also are many efficient point cloud Transformers (Hui et al.,
2021; Zhang et al., 2022; Park et al., 2022; Sun et al., 2023; Robert
et al., 2023; Wang et al., 2023; Liu et al., 2023) proposed to reduce
computation and memory costs and improve processing efficiency. PPT-
Net (Hui et al., 2021) proposed a hierarchical encoder—-decoder network
to reduce the number of points gradually. Instead of using a pure Trans-
former architecture, it combined graph convolution-based (Wang et al.,
2019b) local feature embedding and Transformer-based global feature
learning, which not only enhances long-term dependencies among
points but also reduces the computational cost. PatchFromer (Zhang
et al., 2022), SPFormer (Sun et al., 2023), and SPT (Robert et al., 2023)
integrated superpoint-based local feature aggregation methods with
Transformers, which are able to generate geometrically-homogeneous
point clusters for further local feature extraction, and only need to
be calculated once, as a pre-processing step. Since the number of
superpoints is much less than that of raw input points, superpoint-based
Transformers achieved great process in model efficiency improvement.

2.2. State Space Models (SSMs)

Structured State Space Sequence models (S4), recently proposed
by Gu et al. (2022b) have achieved great success in NLP (Ozgelik etal.,
2024; Shi and Xiang, 2024; Gu et al., 2022a; Fu et al., 2023). These
models transform the structured state matrices within SSMs to allow
for stable diagonalization. This approach simplifies SSM computations
to the calculation of a Cauchy kernel. They have shown strong perfor-
mance in modeling long-range contexts. They also are highly efficient
due to the advantage of linear complexity. On this basis, a series of S4
variants (Gu et al., 2022a, 2023; Gupta et al., 2022) were proposed
for further efficient improvement. Mamba (Gu and Dao, 2023) was
proposed to solve further the limitation of the inability to perform
content-based reasoning in S4. Its system parameters are determined
by the input, which enables the model to adaptively select information
along the sequence length dimension depending on the current token.

Thanks to its excellent performance in NLP, Mamba has been ex-
panded into the vision domain Wang et al. (2024a), Ma et al. (2024),
Liu et al. (2024). VMamba (Liu et al., 2024) proposed a novel vision
backbone with a 2D Selective Scan (SS2D) module. It addressed the
problem of non-sequentiality of 2D vision data, facilitating the use of
Mamba in vision perception tasks. U-Mamba (Ma et al., 2024) proposed
a combined CNN-SSM block, combining both Convolutional Neural
Networks (CNNs) and SSMs for local and global feature extraction. It
achieved SOTA performance in diverse biomedical tasks.

2.3. 3D Mamba works

The great success of Mamba in the NLP and 2D vision domains
attracted increasing attention to 3D Mamba development. PointMamba
(Liang et al., 2024) introduced an innovative approach by utilizing
Hilbert curves for point serialization and developed a streamlined, non-
hierarchical 3D Mamba architecture tailored for point cloud processing.
However, the lack of hierarchical structure in PointMamba limits its
ability to effectively combine local and global features, leading to a
relatively weak feature learning and representation ability in point
cloud segmentation. PointCloudMamba (Zhang et al., 2024) integrated
the geometry affine blocks proposed in PointMLP (Ma et al., 2022)
and Mamba blocks for point cloud processing, with a novel Consis-
tent Traverse Serialization technique. Its experiments on various tasks
demonstrate the significant potential of the Mamba framework in han-
dling point cloud data. PointTramba (Wang et al., 2024b) explored
the combination of Mamba and Transformer, where the Transformer
was applied for intra-group information gathering, and the Mamba was
utilized for inter-group information learning. Its experiments demon-
strated the effectiveness of the combination, facilitating a new research
direction in 3D Mamba research.
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To explore the effectiveness of Mamba for LiDAR point cloud pro-
cessing, this paper proposes a new 3D Mamba backbone for LiDAR
point cloud scene segmentation, named 3D-UMamba. Dense experi-
ments on various types of LiDAR data demonstrated the SOTA perfor-
mance of 3D-UMamba in terms of both accuracy and efficiency.

3. Methodology

This section introduces details of the 3D-UMamba network. Thanks
to its linear complexity and excellent global modeling capability,
Mamba has achieved great success in NLP. To investigate the capabili-
ties of Mamba for LiDAR point cloud processing, we integrated Mamba
blocks into the classical U-Net framework (Ronneberger et al., 2015).
Firstly, we introduced the overall framework of 3D-UMamba, shown in
Fig. 1. Secondly, we presented the novel token serialization strategy.
Lastly, we introduced the key Mamba blocks in our 3D-UMamba
network.

3.1. Overview

As shown in Fig. 1, 3D-UMamba is designed as a hierarchical
encoder—decoder network, taking the raw LiDAR point set P =
{p:i},cy € RNXC as input, where C is the feature dimension of input
points.

Encoder Architecture. P is first fed into a sparse convolution
layer named Point-Voxel CNN (PVCNN) (Liu et al., 2019b) for token
embedding. The embedded tokens are denoted as T = {,},_, € R"*P,
where D is the feature dimension of the tokens. T is then fed into a
series of cascading modules for hierarchical deep feature extraction.

Module 1, for example, contains a token grouping and aggregating
(TGA) block, a voxel-based token serialization (VTS) block, and a
vanilla Mamba block. In Fig. 2, the TGA block performs the Farthest
Point Sampling (FPS) and multi-scale ball-query grouping method (Qi
et al., 2017b) for point cloud sampling and clustering, followed by
achieving local feature aggregation by an MLP layer and average
pooling layer. We denote the aggregated tokens as S = {Si}ieS S
RS*DP1 | where S is the number of downsampled tokens (S = N/4
in our experiments), and D, represents the feature dimension after
aggregation.

Since Mamba requires the 1D-sequence tokens as input, the VTS
block is designed to serialize S by a novel Bidirectional Scanning strat-
egy (i.e., Bi-Scanning) based on their 3D coordinates. A more detailed
introduction to the VTS block is provided in Section 3.2. The serialized
token sets from different scanning directions are taken as input to the
Mamba block independently for global information modeling.

Subsequently, all resultant series are reordered and merged as the
output of Mamba blocks, denoted as M = {m;},_. € RS*P1. The Bi-
Scanning strategy allows each token to have bidirectional perception
of all other tokens, which leads to effective global information model-
ing. A more detailed introduction to the Mamba block is provided in
Section 3.3.

Finally, we combine the locally aggregated features S from the TGA
block and M from the Mamba block by a residual connection as the
final output of Module 1, which can be expressed as:

F =M+ MLP(S), (@)

where M LP(S) represents an MLP layer operated on S, + means
the element-wise addition. This combination enables 3D-UMamba to
consider both local and global information of the target point cloud,
thus achieving a more comprehensive semantic information analysis.

Decoder Architecture. Shown in Fig. 1, the decoder contains the
same number of modules as the encoder. Moreover, each module
includes a point cloud upsampling block achieved by the trilinear inter-
polation method and an MLP block for feature extraction. In addition,
the residual connection is used between the connecting feature maps
of the encoder to those of the decoder.
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Fig. 1. The pipeline of our 3D-UMamba. It is a hierarchical encoder-decoder framework, that integrates Mamba into the U-Net architecture for both local and global information
modeling. It includes three main components: Token Grouping and Aggregating (TGA), Voxel-based Token Serialization (VTS), and Mamba. Mamba is implemented by integrating
the S6 model into a simple neural network architecture with linear projection and Depth-Wise Convolution (DWConv). Specifically, the dimensions of input features to each module
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Fig. 2. Illustration of the TGA block. The Farthest Point Sampling (FPS) and multi-scale ball-query clustering methods are used for point cloud sampling and clustering, followed
by local feature aggregation through MLP and average pooling layers. Specifically, in Module 1, D, = 64, D, = 128, D;; = 128, and D, = D,; + D, + D = 320.

3.2. Voxel-based token serialization block

We propose a simple and efficient serialization method (VTS) to
generate 1D-sequence tokens as input to the Mamba block. Visualized
in Fig. 3, we first voxelize the output tokens S from the TGA block based
on their 3D coordinates.

Secondly, inspired by the 2D-Selective-Scan (SS2D) (Liu et al.,
2024), the voxels are traversed along two different scanning directions
(forward and backward directions), to generate two sets of voxel se-
quences in different orders, which is called Bi-Scanning. Specifically, in
the forward direction, voxels are ordered sequentially along the X-axis
in ascending order, followed by the Y-axis in ascending order for voxels
with identical X-coordinate values, and finally the Z-axis in ascending
order for voxels with identical Y-coordinate values. Conversely, in the

backward direction, voxels are ordered sequentially along the X-axis in
descending order, followed by the Y-axis in descending order, and then
the Z-axis in descending order. Due to the varying spatial contexts of
each token across different directions, the Bi-Scanning strategy allows
each token in S to effectively gather information from all other tokens
in different directions. This multidirectional aggregation captures in-
tricate spatial relationships, providing a richer global context crucial
for point cloud representation. Unlike Transformers, which capture
global dependencies through parallel attention mechanisms, Mamba
relies on sequential processing that requires input data to follow a
specific order. This dependency on ordered input tokens poses chal-
lenges for unordered point cloud data, as a single-directional scan
struggles to effectively aggregate information between distant tokens
in the sequence. Specifically, tokens at the beginning of the sequence
may fail to integrate meaningful context information from those at the



D. Lu et al.

Voxelization
D

Input

International Journal of Applied Earth Observation and Geoinformation 136 (2025) 104401

Reshape
Mamba
he = Ahy_y + Bx, __Concat,
¥t = Chy + Dx,
- i :
1D-sequenice Reshape Oulput.wnh deep
input 1 - semantic features

Primary axis +: Positive direction of the axis

— Secondary axis

=2 Negative direction of the axis
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each token to effectively gather global information in different directions. For example, in the forward direction, voxels are ordered sequentially along the X-Y-Z axis in ascending
order. + means the positive direction of the axis. To express it clearly, the X-, Y-, and Z-axis are designated as the primary, secondary, and tertiary axes, respectively.

end. By introducing Bi-scanning, Mamba processes the point cloud from
two opposing directions, enabling more comprehensive and balanced
information aggregation. This approach facilitates the establishment of
global receptive fields, allowing Mamba to better capture long-range
dependencies and model global context in unordered point clouds.

Lastly, the tokens in S are serialized according to their voxel indices,
where tokens within the same voxel are randomly ordered to make the
model more robust to new data. The VTS strategy effectively preserves
the spatial structure of the point cloud during the serialization process.
The Bi-Scanning process traverses the voxels sequentially along the X,
Y, and Z axes in both forward and backward directions. This ensures
that the spatial topological and geometric relationships of the original
point cloud are preserved during serialization. Tokens that are spatially
adjacent in the original 3D space remain close to each other in the
serialized 1D sequence. Conversely, tokens that are spatially distant
are also far apart in the serialized order. Furthermore, the random
ordering of tokens within the same voxel ensures that the context in
the serialized order still contains the corresponding spatial neighbor-
hood information. Therefore, the global spatial continuity and topology
of the original point cloud can be effectively preserved by the VTS
method. In addition, the hierarchical design of 3D-UMamba incorpo-
rates TGA blocks, which aggregate features within local neighborhoods,
further enhancing the spatial coherence of the serialized data.

3.3. Mamba block

As illustrated in Fig. 3, the Mamba block receives each set of
serialized tokens from the VTS block as input. Mamba is built based on
the S4 model (Gu et al., 2022b), which is described in detail as follows.

Structured State Space Sequence Model (S4). The S4 architecture
was recently developed based on State Space Models (SSMs) (Gu et al.,
2022b). Continuous-time SSMs are designed to map a sequence x(t) €
R to y(f) € R by an implicit latent state h(f) € RN. The SSM
sequence-to-sequence transformation is defined as follows
h(t) = Ah(t) + Bx(t),

y(@) = Ch().

(2)

In this equation, A € RV*N, B € RVX! and C € R*N, Furthermore,
to integrate SSMs into deep learning models, the parameters (4, B) in
continuous-time SSMs are discretized into (4, B) by the zero-order hold
(ZOH) discretization rule as follows:

A= exp(AA)

_ _, ®)
B =(4A)" (exp(4A)—1)- AB,

where 4 is the time-scale parameter for discretization. Therefore, the
new parameters (4, 4, B,C, D) define the S4 model, achieving dis-
cretized sequence transformation from x(¢) to y(¢), which can be ex-
pressed as:

h, = Ah,_, + Bx,

(4
y, = Ch, + Dx,,

where D € RV represents a residual connection.

Selective State Space Models (S6). Since the parameters in SSMs
are fixed across the entire sequence processing, which is also called
the Linear Time-Invariant (LTI) property, the content-based reason-
ing capability of SSMs is limited. To tackle this limitation, Gu and
Dao (2023) proposed a novel parameterization method for SSMs. It
enables dynamic adjustment of parameters (4, B, C) according to the
input data, allowing the model to dynamically transfer information
across the sequence length axis. Therefore, the proposed novel time-
varying model named Selective SSM (S6) has linear complexity and
strong context-based reasoning ability. Due to the recurrence-based
computation approach in S6, it requires the sequence data as input.
This is why the VTS block is proposed to serialize the unordered point
clouds into the 1D-sequence data as input to the Mamba block. Besides,
considering the sparsity and uneven spatial distribution of point clouds,
a Depth-Wise Convolution (DWConv) (Chollet, 2017) is introduced into
the Mamba block for local feature enhancement, as shown in Fig. 1.

4. Experiments

This section begins with an overview of the 3D-UMamba implemen-
tation. Following this, we assessed the effectiveness of 3D-UMamba in
segmentation tasks using three challenging LiDAR point cloud datasets:
the Airborne MS-LiDAR dataset (Zhao et al., 2021b), DALES (Varney
et al., 2020), and Toronto —3D (Tan et al., 2020). These datasets, which
represent different types of point cloud data (airborne MS-LiDAR,
aerial LiDAR, and vehicle-mounted LiDAR), provide a comprehensive
assessment of 3D-UMamba’s performance in LiDAR data processing. At
last, we presented related ablation experiments on the main compo-
nents in 3D-UMamba and analyzed the method’s sensitivity to token
serialization approaches.

4.1. Implementation details

3D-UMamba was developed using PyTorch, with the training pro-
cedure employing an initial learning rate of 0.01 and adjusting the
learning rate through a cosine annealing schedule. The batch size was
configured to 16 for the Airborne MS-LiDAR and Toronto-3D datasets,
and 8 for the DALES dataset, to accommodate varying input sizes. A
weighted Cross-Entropy (CE) loss function was utilized during the train-
ing phase. All training parameters were selected based on empirical
results to enhance performance.
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Fig. 4. Visualization result comparison of different methods on the testing areas 11-13 in the airborne MS-LiDAR dataset.

4.2. Airborne MS-LiDAR dataset

Dataset and Metrics. The airborne MS-LiDAR dataset, introduced
by Zhao et al. (2021b), originates from the Teledyne Optech Titan
LiDAR system. The data spans 13 areas located in a Canadian town,
with Areas 1-10 designated for training and Areas 11-13 for testing.
Specifically, each area spans over 15,000 m? and has an average
point density of approximately 3.6 points/m?. Each point includes six
attributes: XYZ coordinates, MIR (1550 nm wavelength), NIR (1064 nm
wavelength), and Green (532 nm wavelength).

The dataset includes over 10 million labeled points, distributed
across six semantic categories, as shown in Table 2. It poses a challenge
due to its imbalanced class distribution. As shown in Table 1, the
quantity of road points exceeds the number of powerline points by more
than 30 times. The MS-LiDAR dataset serves as a valuable resource for
benchmarking deep learning algorithms in applications such as land
cover classification, urban planning, and environmental monitoring.
We adopted the data pre-processing method in Zhao et al. (2021b) for
training/testing sample generation in our experiments, to ensure a fair
comparison. Each area was divided into a group of local blocks using

k-Nearest Neighbor (kNN) searching, with k set to 4096.

OA = 1,
N
Cls
' mloU;
mloU = %,
s
IoU, LTH
mloU,; = s
" XTP+XFP+XFN,
Cls
O F.
AverageF, = %, 5)
s
_ Precision; * Recall,
17 Precision; + Recall,’
- TP
Precision; = o—————,
XTP+XFP,
TP,
Recall,- = m
1 1

Performance evaluation metrics include average F, score, Mean
Intersection over Union (mloU), and Overall Accuracy (OA) to process
the given input data. Additionally, we provided Precision, Recall, and
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Fig. 5. Visualization result comparison of different methods on the DALES dataset. To compare model performance more clearly, we also show error maps of the segmentation
results compared to the ground truth, where the misclassified points are colored in red. From the visualization results, our segmentation predictions are precise and closely match
the ground truth. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Table 1 Table 2
Comparison of the point numbers in each category in the MS-LiDAR dataset. Confusion matrix (%) of 3D-UMamba on the airborne MS-LiDAR dataset.
Class Training set (No. 1-10) Test set (No. 11-13) Categories Road Building Grass Tree Soil Powerline
Road 586,987 258,942 Road 97.2 5.2 0.1 0.0 11.6 0.0
Building 415,763 116,085 Building 1.4 89.6 0.9 0.0 15.2 0.0
Grass 2,577,194 983,724 Grass 0.0 0.3 98.7 0.2 0.0 3.3
Tree 2,623,317 863,519 Tree 0.0 0.3 0.3 99.8 0.0 0.0
Soil 124,566 33,214 Soil 1.3 4.6 0.0 0.0 73.2 0.0
Powerline 12,155 7545 Powerline 0.0 0.0 0.0 0.0 0.0 96.7
Precision 83.9 95.5 99.8 95.6 65.6 95.4
Recall 97.2 89.6 98.7 99.8 73.2 96.7
F 90.1 92.5 99.2 97.7 69.2 96.0

F; scores for each category. The definitions of metrics are shown in
Eq. (5), where T is the number of all correctly predicted points, T =
Z,Ii \ T;, T; is the number of correctly predicted points in class i, N is the
number of all points in the dataset, N = Zfi | N; and N, is the number
of points in class i, Cls is the number of categories in the dataset, and
> T P, represents the sum of TP samples in class i.

Performance Evaluation. Table 2 shows a detailed evaluation
results of 3D-UMamba on MS-LiDAR data. Specifically, it provides
the confusion matrix of 3D-UMamba on the dataset, as well as the
Precision, Recall, and F, score for each category. From the table, we
can see that the F, scores of all categories, except for the soil, ex-
ceed 90%, demonstrating the strong segmentation performance of our
method on the airborne MS-LiDAR data. Due to the similar geometric
characteristics and unbalanced class distribution, over 25% soil points
were misclassified as road and building points, leading to a relatively
low F, score of 69.2% for the soil class.

The performance comparison result is demonstrated in Table 3.
From the results, 3D-UMamba achieves the best segmentation perfor-
mance in terms of all accuracy metrics. Fig. 4 shows the visualization
of the segmentation result comparison, where zoom-in parts suggest
that 3D-UMamba outperforms other benchmarked methods. Overall,
both the performance evaluation and comparison demonstrate the su-
periority of 3D-UMamba in airborne MS-LiDAR point cloud semantic
segmentation.

4.3. DALES
Dataset and Metrics. The DALES dataset is a comprehensive aerial

LiDAR dataset designed for semantic segmentation, introduced by
Varney et al. (2020). This dataset was collected using a Riegl Q1560
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Table 3

Performance comparison (%) of different methods on the airborne MS-LiDAR dataset.
Methods Input Points Average F, score mloU OA Latency(ms)
Other Deep Learning Models
PointNet++ (Qi et al., 2017b) 4096 721 58.6 90.1 322.6
KPConv (Thomas et al., 2019) 4096 76.8 64.4 92.2 83.7
DGCNN (Wang et al., 2019b) 4096 71.6 51.0 91.4 86.2
RSCNN (Liu et al., 2019a) 4096 73.9 56.1 91.0 158.7
GACNet (Wang et al., 2019a) 4096 67.7 51.0 90.0 277.8
AGConv (Zhou et al., 2021) 4096 76.9 71.2 93.3 312.5
SE-PointNet++ (Jing et al., 2021) 4096 75.9 60.2 91.2 -
FR-GCNet (Zhao et al., 2021b) 4096 78.6 65.8 93.6 -
ResMRGCN-28 (Li et al., 2023) 4096 81.1 74.0 93.3 45.7
GCNAS (Zhang et al., 2023b) 4096 88.1 82.3 95.2 -
Transformer-based Models
PointTransformer (Zhao et al., 2021a) 4096 80.5 73.6 93.1 285.7
Xiao et al. (Xiao et al., 2022) 4096 83.3 79.3 94.0 -
PatchFormer (Zhang et al., 2022) 4096 82.4 77.8 93.1 62.9
3DGTN (Lu et al., 2024a) 4096 88.6 82.1 95.2 217.4
DCTNet (Lu et al., 2024b) 4096 86.0 80.2 95.0 23.3
Mamba-based Models
PointMamba (Liang et al., 2024) 4096 86.3 77.6 94.2 47.4
PointCloudMamba (Zhang et al., 2024) 4096 86.1 80.5 94.8 52.7
Ours 4096 90.8 84.5 95.9 66.1

Table 4

Performance comparison (%) of different methods on the DALES dataset, including OA, mloU, and latency(ms).
Methods input points OA mloU Latency(ms)
PointNet++ (Qi et al., 2017b) 8192 95.7 68.3 487.1
KPConv (Thomas et al., 2019) 8192 96.9 72.4 125.3
DGCNN (Wang et al., 2019b) 8192 96.1 66.4 136.2
PointCNN (Li et al., 2018) 8192 97.2 58.4 -
SPG (Landrieu and Simonovsky, 2018) 8192 95.5 60.6 -
ConvPoint (Boulch, 2020) 8192 97.2 67.4 -
PointTransformer (Zhao et al., 2021a) 8192 97.1 74.9 468.4
SuperCluster (Robert et al., 2024) 8192 - 77.3 -
PReFormer (Akwensi et al., 2024) 8192 929 70.9 -
PointTransformerV3 (Wu et al., 2024) 8192 96.9 77.4 41.9
PointMamba (Liang et al., 2024) 8192 96.3 73.3 60.8
PointCloudMamba (Zhang et al., 2024) 8192 97.0 74.7 77.5
Ours 8192 97.2 78.1 79.2

dual-channel system mounted on a Piper PA31 Panther Navajo aircraft.
The collection covered 330 km? over Surrey, British Columbia, Canada,
with DALES focusing on a 10 km? subset comprising 40 unique tiles,
each spanning 0.5 km”. The dataset features an average resolution
of 50 points per square meter and maintains high accuracy through
rigorous calibration and noise filtering. These characteristics make
DALES particularly suitable for applications like 3D urban modeling,
environmental monitoring, and deep learning algorithm benchmarking.

Each point in the DALES dataset includes 4 attributes: X, Y, Z
coordinates, and intensity. The dataset encompasses eight semantic
classes — Buildings, Cars, Trucks, Poles, Power lines, Fences, Ground,
and Vegetation — meticulously hand-labeled with the aid of satellite
imagery and a digital elevation model. DALES represents one of the
largest publicly available aerial LiDAR datasets, providing over 500
million annotated points. It is split into training and testing subsets
(70% and 30%, respectively) to facilitate robust machine learning
evaluations.

The dataset was subsampled by using a 10 cm grid (Robert et al.,
2023) and further divided into groups of 20 m X 20 m blocks as
training/testing samples, with each block containing 8192 points after
sampling. The performance evaluation metrics used were mIoU and OA.

Performance Evaluation. Detailed performance comparisons on
DALES are shown in Table 4. From the table, 3D-UMamba got the best
mloU (78.1%) and OA (97.2%) values, exceeding other SOTA methods
such as PointTransformerV3 (Wu et al., 2024). The visualization results
comparison is shown in Fig. 5. All segmentation predictions are precise

and closely match the ground truth, demonstrating the superiority of
3D-UMamba in aerial LiDAR point cloud semantic segmentation.

4.4. Toronto-3D

Dataset and Metrics. Toronto-3D (Tan et al.,, 2020) is a high-
resolution urban LiDAR dataset collected using a Velodyne HDL-32E
laser scanner mounted on a vehicle. The dataset spans approximately 1
km of roadway in Toronto, Canada, and is divided into four segments
(LO01-L004), each covering around 250 meters of urban roadway. With
a total of 78.3 million points, Toronto-3D offers a dense point cloud
with an average point density of approximately 1000 points per square
meter. This dataset was created to support urban scene understanding
and semantic segmentation, featuring diverse urban elements such as
roadways, sidewalks, and vehicles.

Each point in the dataset is labeled with eight semantic classes:
road, road markings, natural (e.g., trees and shrubs), building, util-
ity lines, poles, cars, and fences. The point attributes include XYZ
coordinates, RGB, and intensity values, providing rich spatial and ra-
diometric information for analysis. The dataset is divided into training
(LO01, L003, L004) and testing (L002) sets to facilitate benchmarking.
Toronto-3D serves as a valuable resource for developing and evaluating
algorithms in urban LiDAR data processing, including applications like
autonomous driving and urban infrastructure analysis. We subsampled
each area by using a 6 cm grid and applied a coordinate offset as
described in Tan et al. (2020). Further, each area was split into groups
of 5 mx 5 m blocks, each containing 4096 points after sampling. Each
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Performance comparisons (%) on the Toronto-3D dataset, including OA, mloU, and the IoU value for each category.

Methods OA mloU IoU for Each Category
Road Rd mrk. Natural Building Util. line Pole Car Fence

PointNet++ (Qi et al., 2017b) 92.6 59.5 92.9 0.0 86.1 82.2 61.0 62.8 76.4 14.4
KPConv (Thomas et al., 2019) 95.3 69.1 94.6 0.0 96.0 91.5 87.6 81.5 85.6 15.7
DGCNN (Wang et al., 2019b) 94.2 61.8 93.8 0.0 91.2 80.3 62.4 62.3 88.2 15.8
MS-PCNN (Ma et al., 2019) 90.0 65.9 93.8 3.8 93.4 82.5 67.8 71.9 91.1 22,5
TGNet (Li et al., 2019) 94.0 61.3 93.5 0.0 90.8 81.5 65.2 62.9 88.7 7.8
MS-TGNet (Tan et al., 2020) 95.7 70.5 94.4 17.1 95.7 88.8 76.0 73.9 94.2 23.6
PointTransformer (Zhao et al., 2021a) 97.1 69.7 93.9 65.8 88.8 77.8 69.8 62.7 86.3 12.3
Han et al.,, (Han et al., 2021) 93.6 70.8 92.2 53.8 92.8 86.0 72.2 72.5 75.7 21.2
GAANet (Wan et al., 2023) 92.7 65.1 92.7 39.3 92.9 88.4 78.0 68.7 75.1 24.1
PReFormer (Akwensi et al., 2024) 96.1 75.8 96.8 65.4 92.4 84.6 82.0 68.3 85.5 31.2
PointMamba (Liang et al., 2024) 95.6 72.2 96.2 65.0 92.7 87.5 71.7 60.4 93.5 10.6
PointCloudMamba (Zhang et al., 2024) 96.1 77.4 96.5 61.9 95.2 89.8 82.4 71.0 92.8 37.4
Ours 96.5 79.4 97.0 65.6 95.9 91.5 79.7 72.8 93.0 39.9

Table 6 Table 8

Ablation study for local feature aggregation in 3D-UMamba. Ablation study for Bi-Scanning in 3D-UMamba, where H represents the number of the
Grouping Strategy OA (%) mloU (%) latency (ms) scanning directions.
Multi-scale ball-query 97.2 78.1 79.2 H OA (%) mloU (%) latency (ms)
Single-scale ball-query 96.7 74.6 49.7 1 96.1 73.3 76.6

2 97.2 78.1 79.2
4 96.9 78.0 92.1

Table 7 8 97.2 78.0 109.4

Ablation study for VTS in 3D-UMamba, where PTS represents point-based token

serialization without point cloud voxelization. In addition, the impact of voxel size

(measured by the edge length of the voxel: 0.04, 0.06, 0.10, 0.20, and 0.40) are also Table 9

explored.

Serialization Methods OA (%) mloU (%)

PTS 96.8 77.0
0.04 96.9 76.5
0.06 97.1 77.6

VTS 0.10 97.2 78.1
0.20 96.9 77.0
0.40 96.4 75.9

input point has 7 attributes: XYZ, RGB, and intensity. The mIoU and
OA metrics were used for model evaluation, and IoU for each class was
also given.

Performance Evaluation. Table 5 shows the detailed performance
comparisons on the Toronto-3D dataset. The results demonstrate the
excellent performance of 3D-UMamba in vehicle-mounted MLS point
cloud semantic segmentation. Its outstanding performance in roadway
infrastructure categories such as Road (mlIoU of 97.0%), Building (mIoU
of 91.5%), Natural (mIoU of 95.9%), and Car (mIoU of 93.0%) con-
firms its potential in traffic management, autonomous driving, and
infrastructure maintenance.

4.5. Ablation study

This section conducted ablation studies for each main block in 3D-
UMamba on the DALES dataset. In addition, we also discussed the
sensitivities of the model to the token serialization approach. To evalu-
ate the efficiency of 3D-UMamba compared with its Transformer-based
counterpart, we introduced the latency, Model Parameters, FLOPs, and
VRAM (i.e., Video Random Access Memory) usage metrics, where the
latency is used to measure the time (ms) it takes the model to process
a single sample.!

Local Feature Aggregation. As shown in Section 3.1, the local
feature aggregation in 3D-UMamba is achieved by the ball-query group-
ing and feature average pooling methods. Specifically, we performed
both multi-scale and single-scale ball-query grouping strategies for local

1 The batch size is set to 1 when calculating FLOPs and VRAM usage in our
experiments.

Ablation study for the Bi-Scanning strategy. Four sets of Bi-Scanning strategies in
different directions were applied to verify its effectiveness and robustness.

Bi-Scanning OA (%) mloU (%) latency (ms)
Fig. 7 (a) 97.2 78.1 79.2
Fig. 7 (b) 97.1 77.8 79.2
Fig. 7 (c) 96.8 78.0 79.2
Fig. 7 (d) 97.1 78.1 79.2

neighborhood construction. As shown in Table 6, both the mIoU and
OA of 3D-UMamba with multi-scale ball-query grouping are higher
than those of 3D-UMamba with the single-scale strategy. This is because
the multi-scale grouping strategy enables the model to capture richer
context information of the target point cloud than the single-scale one,
which results in better feature representation.

Voxel-based Token Serialization. We investigated a series of vari-
ants of the proposed VTS strategy, and further discussed the sensitivities
of the model to the scanning directions. Table 7 shows the perfor-
mance of 3D-UMamba with VTS and the vanilla Point-based Token
Serialization (PTS) method, as well as explores the impact of voxel size
on model performance. PTS is implemented by directly ordering points
along X, Y, Z axes sequentially. From the results, VTS (78.1% of mIoU)
achieves better results than PTS (77.0% of mIoU). Compared with PTS,
VTS prevents over-reliance on a fixed input sequence and encourages
the extraction of global structural features due to the random ordering
within each voxel. This enhances the model’s generalization ability to
sequential tokens. In addition, this randomness reduces the impact of
noise in LiDAR data by varying the positions of noisy points during
training, thereby improving the model’s robustness to noise. These
advantages make VTS a robust method for feature extraction in noisy
and complex LiDAR datasets. In addition, we also conducted ablation
studies on the selection of the voxel size. As shown in the table, the
model accuracy gradually increases with the increase of voxel size
until the edge length of the voxel equals 0.1. As the size continues
to increase, there is a drop in model accuracy. This is because an
over-large voxel size tends to increase the randomness of the token
serialization, thus hindering the Mamba’s ability of global context
modeling.

Table 8 shows the segmentation performance of 3D-UMamba under
different numbers of the scanning directions (H represents the number
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Fig. 6. Visualization result comparison of 3D-UMamba under different numbers (H) of the scanning directions on the DALES dataset, where our Bi-scanning strategy (H = 2) got
the best performance. To compare model performance under different H more clearly, we also show error maps of the segmentation results compared to the ground truth, where
the misclassified points are colored in red. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 7. Illustrations of the Bi-Scanning strategy in different directions. D1 — D4 represents four different bidirectional combinations.

of scanning directions, which is set to 1, 2, 4, and 8 respectively).
Our Bi-scanning strategy (H = 2) achieves the best performance on
the DALES dataset, with the mIoU of 78.1% and OA of 97.2%. The
performance of 3D-UMamba with H = 1 is much lower than that with
H = 2, which confirms the effectiveness of the Bi-Scanning strategy. As
H increases, the model’s performance approaches stability, while its

10

efficiency gradually declines. Fig. 6 illustrates the visualization results.
In addition, we also investigated the effectiveness and robustness of
the Bi-Scanning strategy in different directions, which is illustrated
in Fig. 7. The results are presented in Table 9. All four sets of Bi-
Scanning strategies in different directions achieved excellent and stable
results. Moreover, considering the unordered nature of point clouds,
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Ablation study for Mamba blocks in 3D-UMamba. The latency (ms), Params (MB), and FLOPs (GB) are used to measure models’ efficiency and sizes.

Network OA (%) mloU (%) latency (ms) Params (MB) FLOPs (GB)
U-Net Baseline 96.2 69.8 68.7 8.9 15.4
U-Net + Transformer 96.7 74.2 81.4 21.5 16.8
U-Net + Mamba (Ours) 97.2 78.1 79.2 16.1 16.0
VRAM (MB) the fewer VRAM usage and lower latency than the Transformer block
4500 when the input number N > 1024. As N increases, the Mamba block
4000 Transformer outperforms the Transformer block by a larger and larger margin.
izgg — Mamba-8 Overall The VRAM and latency curves of the Transformer block exhibit
quadratic growth as the number of input points increases, whereas
2500 Mamba-6 . . .
2000 Mamba demonstrates linear growth, which confirms that Transform-
1500 Mamba-4 ers have quadratic computational complexity, while Mamba operates
1000 Mamba-2 with linear computational complexity. These results demonstrate the
500 === superiority of Mamba in processing larger-scale point data.
0 o = ¢35 —— Mambal Interestingly, we further evaluated Mamba blocks with different
128 256 512 1024 2048 4096 8192 Num of Points scanning strategies and observed that Mamba blocks with more scan-

Fig. 8. VRAM usage comparison of Mamba with different scanning paths and Trans-
former blocks on different numbers of input points, where Mamba-2 represents the
Mamba block with Bi-Scanning paths. The Transformer block shows a steeper increase
in VRAM usage to the number of input points than the Mamba block, which confirms
that Transformers have quadratic computational complexity, while Mamba operates
with linear computational complexity.
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Mamba-6
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Fig. 9. Latency comparison of Mamba with different scanning paths and Transformer
blocks on different numbers of input points.

we believe that 3D Mamba models still have room for improvement
by optimizing the token serialization methods. This will be a potential
research direction for our future work.

Mamba Block. We conducted ablation studies for the Mamba
blocks, to demonstrate its superiority in LiDAR point cloud processing.
As shown in Table 10 Row 1, we first removed the Mamba blocks
from the 3D-UMamba. In this situation, a significant drop in mloU
(8.3 absolute percentage points) was observed, demonstrating Mamba’s
excellent performance in LiDAR point cloud learning. Secondly, we re-
placed the Mamba blocks with vanilla Transformer blocks, to compare
their performance. By comparison, Mamba achieved slightly better per-
formance than Transformer in terms of segmentation accuracy (78.1%
vs. 74.2% in mloU), and the former (79.2 ms, 16.1 MB) is faster and
more lightweight than the latter (81.4 ms, 21.5 MB) as measured by
latency and model parameters.

Computational Requirement Scaling. It is well understood that
the Transformer block has quadratic complexity and the Mamba block
has linear complexity. We conducted comparison experiments between
the Mamba and Transformer block in terms of latency and VRAM
usage, with the same input dimensions (D = 320). As shown in Figs. 8
and 9, we tested different numbers of input points from 128 to 8192
on the Mamba block and Transformer block. From the results, the
VRAM usage and latency comparison of the blocks have similar trends.
Specifically, the Mamba block with the Bi-Scanning strategy requires

11

ning paths require higher VRAM usage and operate at slower speeds.
This is reasonable, as an increased number of scanning paths ne-
cessitates more information processing and aggregating. Therefore,
exploring an scanning strategy tailored for point cloud representation
is meaningful to develop efficient Mamba networks.

4.6. Discussion

This paper conducted extensive experiments to evaluate the seg-
mentation performance of 3D-Umamba on LiDAR point cloud data. As
shown in Table 11, to fully explore the effectiveness of 3D-UMamba on
multi-source LiDAR data, we used three datasets with different types of
LiDAR data, i.e., airborne multi-spectral LiDAR data, aerial LiDAR data,
and vehicle-mounted LiDAR data. Additionally, originating from dif-
ferent regions, these datasets encompass varied point cloud categories
and scene complexities. This diversity highlights the model’s ability
to process and generalize across different LiDAR application scenarios,
proving its versatility and robustness. Therefore, the selection of these
three datasets underscores the strong generalization capability of 3D-
UMamba as a general Mamba-based framework for LiDAR point cloud
segmentation, addressing the challenges posed by data heterogeneity
and varying scene complexities.

Extensive experiments on the aforementioned datasets demonstrate
the superiority of 3D-Umamba on LiDAR data processing, compared
to other benchmarked methods. Firstly, the comparison results on all
three datasets show that 3D-Umamba significantly outperforms the tra-
ditional deep-learning methods, such as PointNet++ (Qi et al., 2017b)
and KPConv (Thomas et al., 2019), in terms of both model accuracy and
efficiency. This mainly lies in the ability of 3D-Umamba to integrate
both local and global contextual information. While PointNet++ and
KPConv focus primarily on local feature extraction, they neglect the
critical aspect of capturing global context, which limits their represen-
tational capacity for complex point cloud data. In contrast, 3D-UMamba
leverages Mamba, an efficient global context modeling technique, and
incorporates it into a hierarchical network design. Each module of the
3D-UMamba framework effectively combines the Token Grouping and
Aggregation (TGA) block for local feature learning with the Mamba
block for global feature extraction. This comprehensive architecture
enables 3D-UMamba to achieve robust and accurate point cloud fea-
ture extraction and representation, addressing the inductive bias of
locality in traditional models and leading to superior segmentation
performance.

Secondly, 3D-Umamba also outperforms Transformer-based point
cloud processing methods, and achieves higher model efficiency and
lower model size than its Transformer-based counterparts. Transform-
ers rely on a self-attention mechanism that computes pairwise attention
scores between all points, leading to a quadratic complexity of O(N2D).
This makes Transformers computationally expensive, particularly for
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Table 11
Comparison of the airborne MS-LiDAR, DALES, and Toronto-3D Datasets.
Aspect MS-LiDAR DALES Toronto-3D

Collection Area Canadian town

Urban and suburban areas in Canada

1 km roadway in Toronto, Canada

Resolution ~3.6 points/m?> ~50 points/m? ~1,000 points/m?
Classes 6 (road, building, grass, tree, soil, powerline) 8 (ground, vegetation, buildings, cars, 8 (road, road markings, natural, building,
trucks, poles, power lines, fences) utility line, pole, car, fence)
Data Scale 13 areas, 15,000 m?/area 40 tiles, 0.5 km?/tile 4 sections, 250 m roadway/section
~10 million points total ~500 million points total 78.3 million points total
LiDAR Type Multispectral Aerial Vehicle-mounted

Point Attributes XYZ, intensity (MIR, NIR, Green)

XYZ, intensity

XYZ, intensity, RGB, GPS time, scan angle

Applications Land cover classification, Urban planning,

and Environmental monitoring

Urban modeling, Environmental monitoring

Roadway analysis, Autonomous driving,
and HD mapping

large-scale point clouds, and imposes huge memory requirements. In
contrast, Mamba is built on Selective State Space Models (S6), which
achieves linear complexity O(N D) by leveraging recurrence relations
to aggregate sequential information. This efficiency enables Mamba to
handle larger input scales with reduced computational and memory
costs. Additionally, the Selective Scan mechanism enables Mamba to
adaptively determine the relevance of input tokens, selectively retain-
ing essential information and discarding extraneous data. This selective
processing allows Mamba to effectively model long-range dependen-
cies without the computational burden associated with Transformer’s
self-attention. Consequently, Mamba achieves superior performance in
processing long-sequence data, due to its ability to efficiently capture
global context while maintaining linear computational complexity.

Finally, we compared 3D-Umamba with the most recent Mamba-
based point cloud processing methods such as PointMamba (Liang
et al.,, 2024) and PointCloudMamba (Zhang et al., 2024). The com-
parison results show that 3D-Umamba achieves better results than
other Mamba-based methods. Compared to PointMamba, 3D-UMamba
has a hierarchical framework for point cloud feature learning that
integrates modules for both local and global contextual information
extraction. In contrast, PointMamba employs a simpler design by cas-
cading Mamba modules without leveraging hierarchical processing.
This lack of hierarchical structure in PointMamba limits its ability
to effectively combine local and global features, leading to a rela-
tively weak feature learning and representation ability compared to
3D-Umamba. Since the hierarchical design of 3D-UMamba includes
FPS operations, its processing efficiency is lower than PointMamba.
When compared to PointCloudMamba, both networks use a hierarchical
structure. However, on the one hand, 3D-UMamba incorporates TGA
modules that support multi-scale feature extraction. This design en-
hances 3D-UMamba’s adaptability to the complex scenarios in LiDAR
data. On the other hand, the VTS method enhances the model’s gener-
alization to sequential data by introducing random ordering of points
within each voxel. This randomization disrupts any fixed spatial short-
range dependencies, preventing the network from overfitting to specific
point orders and encouraging it to focus on learning global structures.
The ablation studies in Section 4.5 also confirms it.

Based on the aforementioned excellent results of 3D-UMamba on
multi-source LiDAR dataset, it holds significant potential for a variety
of advanced remote sensing applications. For example, its accurate
semantic segmentation results can be utilized for urban vegetation cov-
erage assessment, aiding urban planning and environmental monitoring
efforts. In addition, the method can also be applied to forest biomass
estimation by segmenting key tree components such as trunks and
branches, providing critical data for ecological and forestry studies.
Furthermore, its ability to handle complex and large-scale point clouds
makes it highly suitable for high-precision urban map modeling, sup-
porting tasks such as infrastructure management and the development
of navigation systems. These potential applications highlight the ver-
satility and practicality of the proposed method in addressing diverse
challenges within the field of remote sensing.
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Section 4.5 provides a detailed comparison between Mamba and
Transformer blocks in terms of VRAM usage and latency, which con-
firms the superiority of Mamba in large-scale point cloud process-
ing. However, the 3D-Umamba has only a slight advantage over its
Transformer-based counterpart in terms of model size and speed. This
is mainly because point cloud sampling, local information extraction,
and other operations in the framework limit the further improvement of
the model efficiency. In addition, the ablation experiments demonstrate
that the designs of token serialization and scanning strategies also play
a critical role in Mamba-based methods, in terms of both model accu-
racy and efficiency. Therefore, it is necessary and meaningful to explore
an elegant Mamba-based framework with a suitable token serialization
and scanning method. In addition, since Mamba has an advantage
over Transformer in processing large-scale token sequences, developing
novel dataset preprocessing algorithms customized for Mamba is also a
direction worth exploring.

5. Conclusion

This paper proposed a novel Mamba-based LiDAR point cloud se-
mantic segmentation network with linear space complexity, named
3D-UMamba. It integrates the Mamba block into the classic U-Net ar-
chitecture, forming a hierarchical encoder-decoder framework. Specif-
ically, 3D-UMamba considers both local and global feature learning.
Local feature learning is achieved by the ball-query grouping and
neighbor feature pooling, while global feature learning is achieved by
applying Mamba to the serialized points. To adapt the input point cloud
to fit the Mamba block, we designed a simple yet effective serialization
method (i.e., VTS) for transferring the unordered 3D points to 1D-
sequence data along different directions. The Bi-Scanning strategy in
the VTS block enables the model to capture global contexts from
different directions. VTS reorders the tokens within the same voxels
randomly during model training, which enhances the generalization
capability of the model to sequential data while maintaining its strong
performance of global context modeling. Dense experiments of three
challenging LiDAR datasets (MS-LiDAR with 84.5% of mloU, aerial
DALES with 78.1% of mloU, and vehicle-mounted Toronto-3D with
79.4% of mloU) demonstrate the SOTA performance of 3D-UMamba
in multi-source LiDAR point cloud semantic segmentation. Ablation
studies show that 3D-UMamba also achieved comparable accuracy with
its Transformer-based counterparts, with higher efficiency and lower
memory costs as measured by latency and model parameters.
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