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Abstract—Multispectral LiDAR, characterization of complete-
ness, and consistency of spectrum and spatial geometric data pro-
vide a new data source for land cover classification. However, how
to choose the optimal features for a given set of land covers is an
open problem for effective land cover classification. To address
this problem, we propose a comparative scheme, which investi-
gates a popular deep learning (deep Boltzmann machine, DBM)
model for high-level feature representation and widely used ma-
chine learning methods for low-level feature extraction and selec-
tion [principal component analysis (PCA) and random forest (RF)]
in land cover classification. The comparative study was conducted
on the multispectral LiDAR point clouds, acquired by a Teledyne
Optech’s Titan airborne system. The deep learning-based high-
level feature representation experimental results showed that, on
an ordinary personal computer or workstation, this method re-
quired larger training samples and more computational complexity
than the machine learning-based low-level feature extraction and
selection methods. However, our comparative experiments demon-
strated that the classification accuracies of the DBM-based method
were higher than those of the RF-based and PCA-based methods
using multispectral LiDAR data.

Index Terms—Feature extraction, feature selection, land cover
classification, learning algorithms, multispectral LiDAR data.

I. INTRODUCTION

OVER the past two decades, studies have proven that, as
a single data source for land cover classification, there
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exist identification problems in LiDAR data due to a lack of
rich spectral information. Therefore, to improve the accuracy of
object detection in different environments, many studies have in-
tegrated LiDAR data with high spatial resolution multispectral
images acquired by earth observing satellite (e.g., IKONOS,
QuickBird, SPOT-5, GeoEye, Worldview-2) and color aerial
imagery [1]–[4] to improve land cover classification accuracy.
However, when integrating LiDAR data with multispectral im-
ages for land cover classification, how to accurately register
different data sources to a same spatial coordinate system is still
an open problem.

In recent years, some institutes and companies have succes-
sively introduced prototypes of multispectral and even hyper-
spectral LiDAR systems. For example, Teledyne Optech’s Titan,
the first commercial multispectral LiDAR system, was released
in Canada in December 2014. As a new type of active remote
sensing sensor, multispectral LiDAR has unlimited possibilities
in three-dimensional (3-D) land cover classification, vegeta-
tion mapping, shallow-water bathymetry, and dense topography.
Multispectral LiDAR, providing relatively complete and consis-
tent spectral and spatial geometric data, has obvious advantages
for land cover classification [5]–[9]. For example, Wichmannn
et al. [10] investigated the spectral patterns of major categories
(e.g., no-asphalted ground, asphalted ground, buildings, vegeta-
tion, and water bodies) from multispectral LiDAR data. These
studies showed that multispectral airborne LiDAR is suitable
for traditional geometric classification and mapping, compared
with single-wavelength (channel/band) LiDAR data and optical
images.

Most land cover classification methods for multispectral Li-
DAR data are generally performed on either 3-D LiDAR points
[10]–[12] or two-dimensional (2-D) feature images interpreted
from 3-D points [13]–[16]. Miller et al. [17] demonstrated that
the classification accuracies of 3-D LiDAR points were better
than those of 2-D feature images. However, with the devel-
opment of LiDAR technologies, the higher the LiDAR point
density, the heavier the computational burden when land cover
classification performed on 3-D LiDAR points [18]. Therefore,
converting 3-D airborne multispectral LiDAR points into 2-D
feature images is an effective way to obtain land cover maps by
using established image processing algorithms (e.g., maximum
likelihood classification, support vector machine, decision tree,
and random forest).
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Features extracted from the data play an essential role in land
cover classification, therefore selecting representative features
is a common task [19]. The purpose of feature selection is to
remove irrelevant and/or redundant features. It is well known
that LiDAR data provide height, intensity, and height-derived
features, while image data provide abundant spectral and tex-
ture features. Although there are a plenty of features that can
be obtained from single-wavelength/multispectral LiDAR data,
or even optical images, how to robustly choose features is an
open problem for effective land cover classification. Most stud-
ies on LiDAR-based land cover classification used subjectively
selected features, whose classification accuracies varied with
different types of input data and diverse environmental condi-
tions. In practice, to obtain satisfactory classification accuracy,
the optimal number of features and the most appropriate fea-
tures are no easy way to be determined in advance, therefore it is
indispensable to perform a greedy feature selection. This selec-
tion method is time-consuming and does not guarantee robust
classification accuracy.

Machine learning is capable of separating main image fea-
tures from complex data in the field of image processing. Ma-
chine learning involved in feature extraction and selection is
mainly based on data dimensionality reduction. There are two
main methods for reducing dimensions: feature extraction and
feature selection. In feature extraction, a new feature set (con-
taining k-dimensional features) is calculated/transformed from
d-dimensional features (k ≤ d). The widely used feature extrac-
tion method is principal component analysis (PCA) [20], [21],
which reduces feature dimensions and redundant information
between the original features, leading to the improvement of
data quality and processing efficiency. In feature selection, it
is common to find the k-dimensional useful features from all
the d-dimensional features (k < d) in land cover classification.
Dong et al. [22] demonstrated that the accuracy of urban land
cover classification was improved by removing some irrelevant
and/or redundant features from LiDAR-derived geometric fea-
tures. Random forest (RF), an improved version of bagging (one
of ensemble learning algorithms), is capable of providing an es-
timate of an individual variable importance index. The ability of
variable importance estimation contributes to investigate the in-
fluence of each predictive feature for selecting the best features
when LiDAR data are used in a classification model [23], [24].
Feature extraction and selection by machine learning methods
(e.g., PCA and RF) require no users’ intervention. The PCA
method automatically transforms and maps features to produce
a highly discriminative feature set, however, the resulting new
feature set is not interpretable. The RF method uses decision
trees to classify and evaluate the importance of variables to
extract better features. However, there may be many similar de-
cision trees in the classification, resulting in unreliable results.

Usually, we consider spectral, geometrical, and height-
derived features extracted from LiDAR data or optical images
as low-level features. PCA-based feature extraction and RF-
based feature selection are generally implemented on these low-
level features. To describe strong feature representation, a deep
learning model has been widely used in the fields of image
analysis. Compared to features abstracted by shallow learning
methods, features learned by deep learning techniques are high-

TABLE I
SPECIFICATIONS OF THE TELEDYNE OPTECH’S TITAN AIRBORNE SYSTEM

level feature representations in an automated manner through
deep-structured neural networks. By learning multilevel feature
representation, deep learning models have proven to be an effec-
tive tool for fast object-oriented identification problems. Deep
Boltzmann machine (DBM) [25], is an important breakthrough
in the demand for powerful deep feature representation models
[26]. DBM, a learning structure of a multilayer perceptron with
multiple hidden layers, can form abstract high-level features to
discover distributed feature representation of data.

Although machine learning methods (e.g., PCA and RF) have
been proven to be capable of objectively extracting and select-
ing low-level features for land cover classification, the number
and types of the low-level features mainly rely on the opera-
tor’s prior knowledge and experience. In contrast, deep learning
methods (e.g., DBM) can automatically abstract high-level fea-
ture representation from a voluminous data samples. Thus, deep
learning methods have become attractive in the fields of image
processing, language identification, etc. However, there are rare
related studies on whether the powerful feature representation
ability of DBM can be used to improve land cover classification
accuracy [27].

The objective of this study is to compare two widely used ma-
chine learning methods (PCA and RF) and a representative deep
learning method (DBM) for feature analysis used in multispec-
tral LiDAR-based land cover classification, and analyze their
performances on airborne multispectral LiDAR data. Section II
describes the data acquired from the Teledyne Optech’s Titan
multispectral LiDAR system, as well as data pre-processing.
Section III presents DBM-based high-level feature representa-
tion and PCA-based and RF-based low-level feature extraction
and selection methods. The conducted tests are described and
analyzed in Section IV. Finally, concluding remarks are pre-
sented in Section V.

II. MULTISPECTRAL LiDAR DATA AND DATA PREPROCESSING

A. Test Multispectral LiDAR Data

The study area is a small town located in Whitchurch-
Stoweville, Ontario, Canada, with a latitude and longitude in
the center region (43°58′00′′, 79°15′00′′). The data in this study
were collected by the first commercial multispectral active
sensor—Teledyne Optech’s Titan, whose detailed specifications
are listed in Table I. The data covered an area of about 25 square
kilometers, with 19 flying strips (9 strips vertically intersecting
10 strips). Note that, in this study, the system parameters and
trajectories were unavailable, the three channels of intensities
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Fig. 1. Study area.

were directly used from the LiDAR outputs (as a file format of
ASPRS LAS files) without intensity calibration.

A test data with an area of 2052 m × 1566 m was selected
from the collected Teledyne Optech’s Titan multispectral Li-
DAR data. Fig. 1 shows the study area. As shown in Fig. 1,
the selected study area contains a rich variety of objects, such
as roads, trees, grass, and soil, which contribute to the imple-
mentation of our comparative study of feature analysis in land
cover classification. To improve the quality of training sample
selection and further evaluate land cover classification accura-
cies of the selected features, a high-resolution remote sensing
image corresponding to the study area was downloaded from
the Google Earth.

B. Data Preprocessing

Each channel of the Teledyne Optech’s Titan multispectral
LiDAR system generated a group of independent point cloud
data. It is well known that point density is an essential factor in
LiDAR-based land cover classification task. Therefore, we first
merged the three-wavelengths point clouds into a single, high-
density point cloud because three wavelengths in different scan-
ning directions acquire more points than one wavelength. In the
merged point cloud, each point contains the intensities of three
wavelengths. Specifically, each of the single-wavelength point
clouds was taken as the reference data, in which each point was
processed to find its neighbors in the other two wavelengths of
point clouds using a nearest neighbor searching algorithm. Be-
cause the average point density of single wavelength was about
3.6 points/m2, the searching distance in this study was set to
1.0 m to obtain sufficient points in the two wavelengths of point
clouds. To obtain the intensities of the two other wavelengths, a
bilinear interpolation method was used. If there were no neigh-
boring points in the one of two wavelengths, the intensity value
of this wavelength was set to zero. As such, three wavelengths
were merged into a single, multispectral point cloud with higher
point density than that of the single wavelength.

To efficiently perform feature extraction in land cover clas-
sification, through the inverse distance weighted interpolation
method [28], the merged multispectral LiDAR data were ras-
terized into 2-D grid datasets, by using elevation and intensities
from different single wavelength and the merged multiwave-
length. Based on the fact that the average point density of each
wavelength was 3.6 points/m2, the resolution of the 2-D image

Fig. 2. LiDAR images. (a) Intensity image from SWIR band. (b) Intensity
image from NIR band. (c) Intensity image from GREEN band. (d) Elevation
image. (e) Pseudo-color image.

was set to 0.5 m. Fig. 2(a)–(c) show the intensity images of the
three single-wavelengths, respectively. Fig. 2(d) and (e) show
the elevation and multispectral image of the merged point cloud,
respectively.

III. PROPOSED SCHEME

The proposed scheme is to compare the performance of
deep-learning-based high-level feature representation and ma-
chine learning-based low-level feature extraction and selection
in land cover classification. Fig. 3 shows the workflow of the
proposed scheme. The comparative study for feature analysis in
land cover classification consists of three parts, including DBM-
based high-level feature representation, machine learning-based
low-level feature analysis, and land cover classification for
comparison. The input data are the rasterized multispectral Li-
DAR images. High-level feature representation, obtained by the
DBM, is input to a support vector machine (SVM) classifier,
which is termed as Case 1. PCA-based low-level feature extrac-
tion and RF-based low-level feature selection methods are also
tested by the SVM classifier, termed as Cases 2 and 3, respec-
tively. The output data are the classification results for these
cases, which were used to compare the performance of different
feature analysis methods.

A. DBM-Based High-Level Feature Representation

A DBM is a layer-wise extension of the restricted Boltzmann
machines with multiple hidden layers [29]–[31]. In this study,
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Fig. 3. Workflow of the proposed scheme.

Fig. 4. (a) Two-layers DBM model. (b) High-level feature representation
model.

we construct a deep feature generation model for generating
high-level abstract features of multispectral LiDAR data using
a DBM model.

As shown in Fig. 4(a), we construct a two-layer DBM model.
Denote vε[0, 1]n as the real-valued visible units represent-
ing a multispectral LiDAR pixel. Denote h1ε{0, 1}N 1

h U and
h2ε{0, 1}N 2

h U as the first and second layer hidden units, re-
spectively. N 1

hU and N 2
hU are the numbers of hidden units in the

first and second hidden layers, respectively. Then, the energy of
the configuration, {v, h1 , h2}, is defined as follows:
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where φ = {W 1 ,W 2 , σ} are the model parameters; vi is the ith
element of v; h1

j is the jth element of h1; h2
m is the mth element of

h2; W 1 and W 2 are the visible-to-hidden and hidden-to-hidden
symmetric interaction terms, respectively; w1

ij is the element
on the ith row and jth column of W 1 ; w2

jm is the element on
the jth row and mth column of W 2 ; σ2 represents the variances
of the visible units; σi is the ith element of σ. The conditional
distributions over the visible and two sets of hidden units are

expressed as follows:
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where g(x) = 1/(1 + e−x) is the logistic function [26].
To rapidly and effectively train the model parameters, φ, first,

a greedy layer-wise pretraining is performed to initialize the
model parameters. Then, an iterative training algorithm com-
bined with variable and stochastic approximation approaches
[26] is used to fine-tune the model parameters.

Once the model parameters are trained, the stochastic activ-
ities of binary features in the hidden layers of the DBM are
replaced by real-valued probability estimations to construct a
deep feature generation model [see Fig. 4(b)]. Considering the
feedbacks from hidden layers, for each visible vector v, mean-
field inference [29] is adopted to generate an approximate pos-
terior distribution, Q(h2 |v). Then, the marginal, q(h2 |v) of the
approximate posterior serves as an augment to the deep fea-
ture generation model. Finally, the last layer of the deep fea-
ture generation model produces the following high-level feature
representation:

IT = g

(
g

(
vT

σT
W 1 + q

(
h2 |v)T (

W 2)T
)

W 2
)

ε[0, 1]N
2
h U .

(5)
In this study, the 2-D gridded multispectral LiDAR data (in-

tensity and elevation images of SWIR, NIR, and GREEN) were
input into the DBM model to abstract high-level feature repre-
sentation. Afterward, the abstracted high-level features are then
input into the SVM classifier for land cover classification.

However, for a DBM model, there is no strict theoretical
guidance on how many hidden layers (NhL ) and hidden units
(NhU ) for each layer might be used to obtain the optimal perfor-
mance. Previous experiments demonstrated that a large number
of hidden layers leads to time-consuming and helps little to
improve the accuracy. Therefore, this study used a two-layers
DBM model, which has been demonstrated to be able to pro-
vide acceptable high-level features to an SVM classifier. Before
performing the proposed DBM model, we first resized the train-
ing samples with the neighborhood size of Ns , and normalized
their pixel values into the range [0, 1]. Afterward, the processed
training samples are linearly arranged into a real-valued vector
as an input to the DBM model.

B. Machine Learning-Based Low-Level Feature Analysis

1) Low-Level Features: To obtain useful information for
identifying land covers, features are first extracted from the



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

PAN et al.: COMPARATIVE LAND-COVER CLASSIFICATION FEATURE STUDY OF LEARNING ALGORITHMS 5

TABLE II
FEATURES AND DESCRIPTION OF FEATURES

multispectral LiDAR data. An overview of features used in this
study is listed in Table II, including spectral-based and LiDAR
height-based features.

a) Spectral-based features: The three wavelengths were
used as three individual features after a process of low-pass fil-
tering or smoothing. In addition to the spectral information of the
2-D multispectral LiDAR data, a set of texture information, cal-
culated by a grey-level co-occurrence matrix (GLCM), is used
for describing the spatial properties and relationships between
grey levels in neighboring pixels of an image region. More im-
portantly, according to the three wavelengths of the multispectral
LiDAR data, we can derive three vegetation and water indexes,
including green difference vegetation index (GDVI) [32], green
ratio vegetation index (GRVI) [32], green normalized differ-
ence vegetation index (GNDVI) [33], and modified normalized
difference water index (MNDWI) [34].

b) LiDAR height-based features: Our previous studies
[35], [36] summarized LiDAR height-based features from
single-wavelength LiDAR point clouds. In this study, due to
the shortage of multiple echo information provided by the
Teledyne Optech’s Titan system, the height-based features re-
lated with multiecho information were not selected. Similar
to spectral-based features, the 2-D elevation image is consid-
ered as one spectral band after a process of low-pass filtering.
Although Dong et al. [22] summarized a total of near 20 geomet-
ric features, including height-statistics-based, height-texture-
based, fitting-plane-based, and eigenvalue-based features, our
previous studies found that the height-features, directly calcu-
lated from original 3-D point clouds in a given spherical neigh-
borhood, contributed less to land cover classification results
[35], [36]. In contrast, some texture features, derived from the
2-D elevation image, played a significant role in classification.
The reason behind this phenomenon is that the height-texture-
based features were calculated in a given neighborhood similar
to the calculation way of some eigenvalue-based and fitting-
plane-based features. Thus, in this study, we only use eight
GLCM-based elevation texture features.

2) PCA-Based Low-Level Feature Extraction: PCA trans-
formation is an orthogonal linear transformation based on the

amount of information. The transformation mainly uses a linear
projection method to project data into a new coordinate space,
where the new generated components are distributed according
to the amount of information. When the number of principal
components (PCs) increases, the amount of information con-
tained in the component decreases. That is, the first PC contains
the largest amount of information. Note that each PC represents
the critical, uncorrelated information of the original data. In ad-
dition, these PCs can both reduce the impact of noise on data
analysis, and improve the data representation effectively. How-
ever, PCA is an unsupervised feature extraction method, which
fails to utilize the information of classes of interest.

3) RF-Based Low-Level Feature Selection: RF has gained
the reputation of computational efficiency, robustness to out-
liers and noises, and useful internal estimates of error, strength,
correlation, and variable importance because multiple classifiers
have a better classification performance than a single classifier
[37]. In an RF, two-thirds of the training data (called in-bag
data) are used to construct the decision tree, and the remaining
one-third of the training data (called out-of-bag (OOB) data) are
used to test the decision tree to evaluate its classification perfor-
mance. Each decision tree in the RF model produces an OOB
error, and the average OOB error obtained by all the decision
trees is called the OOB error estimation.

In a RF, there are two parameters: the number of variables
(Fm try ) in the random subset at each node and the number of
trees (Fntree) in the forest. Usually, Fm try is set to the square
root of the number of features [38]. Fntree can be as large as
possible because RF is fast and not overfitting. Considering the
computer computation performance, Fntree is usually several
hundred [39].

One important characteristic of the RF model is that it pro-
vides the variable importance of classification results. The spe-
cific process is as follows:

1) a decision tree is created from the randomly-resampled
in-bag data, and then verified by the out-of-bag data;

2) Fm try features are randomly selected from the low-level
features (Fm features totally) extracted from multispectral
LiDAR data. With those Fm try features, each decision tree
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is tested based on Gini impurities to determine the optimal
segmentation method for each node;

3) the importance of the variables is finally estimated by the
majority voting method.

To select the best and uncorrelated features, an iterative back-
ward feature selection method [40] is used. First, the feature
importance is calculated according to the OOB error. Then, the
feature variables are sorted with a descending order according
to the numerical value, and the least important feature variables
are iteratively eliminated. For each iteration, the last 20% of the
features are eliminated. Afterward, the eliminated new features
are re-input into the SVM classifier, and the importance of the
new feature variables to the classification results is calculated
and sorted according to the OOB error. The iteration process is
terminated until the feature set with the highest classification
accuracy is obtained.

C. Land Cover Classification

As shown in Fig. 1, the study area covers a variety of land
cover objects on the ground, such as buildings, roads, trees, and
open grassy spaces. Considering the study area, we selected the
most important objects for land cover classification: building,
tree, road, grass, soil, and water. These object classes can be
easily identified by means of the Google image (as shown in
Fig. 1). For Cases 2 and 3, this study manually selected about 800
randomly distributed sample pixels for each class. For Case 1,
we manually selected 30 000 pixels for each class due to the
characteristics of demanding for a great training samples for
deep learning-based methods. For feature analysis comparison
in this study, we used an SVM classifier that is based on small
samples, which avoided the traditional classification process
from induction to deduction. In addition, SVM could deal with
the solution where few known samples are in LiDAR data,
therefore this classification method has been widely used in the
field of LiDAR data feature classification. The kernel function
and gamma value of the SVM in this study were the radial basis
function and 0.2, respectively.

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

The experiments in this study compared the performance of
the deep learning-based high-level representation (Case 1) and
machine learning-based low-level feature analysis (Cases 2 and
3) in land cover classification. To quantify the performance of the
feature analysis methods, the LibSVM toolbox was used in land
cover classification. All the methods were implemented under
MATLAB R2016b. We used overall accuracy, user’s accuracy,
producer’s accuracy, and kappa coefficient based on confusion
matrixes for each land cover.

A. DBM-Based High-Level Feature Representation

In this study, there are three important parameters—N 1
hU

(the number of hidden units at the first layer), N 2
hU (the number

of hidden units at the second layer), and Ns (the neighbor-
hood size)—in the DBM-based high-level feature represen-
tation model. In this section, we designed three groups of

experiments to investigate the sensitivity of the DBM-based
high-level feature representation to the selection of these three
parameters.

In the first group (i.e., Case 1–1), we maintained Ns = 9 × 9
pixels, N 2

hU = 80, and varied N 1
hU from 100 to 500 at an in-

terval of 100. Table III(a) shows the experimental results. As
shown in Table III(a), the kappa coefficients and overall accu-
racies of the SVM land cover classification results dramatically
vary with increase of the parameter, N 1

hU . Specifically, the clas-
sification accuracies slightly increase as the parameter, N 1

hU

changes from 100 to 300. However, the classification accura-
cies drop down when N 1

hU changes from 300 to 500. Moreover,
as seen in Table III(a), the producer’s accuracies and user’s ac-
curacies of all land covers reach the highest when the N 1

hU is
300. The meaningful and acceptable results demonstrate the su-
perior performance of the DBM model. Specifically, grass and
water are classified better than the other land covers. Therefore,
in this study, the N 1

hU value of 300 obtains the best land cover
classification accuracies.

In the second group (i.e., Case 1–2), we maintained Ns =
9 × 9 pixels, N 1

hU = 300, and varied N 2
hU from 10 to 120 at an

interval of 10. As shown in Table III(b), both the classification
overall accuracies and kappa coefficients generally increase in a
mountain-like way as N 2

hU changes from 10 to 120. Moreover,
the accuracies dramatically increase when N 2

hU increases from
10 to 80. In this study, the N 2

hU value of 80 obtains the best
land cover classification accuracy. The reason behind this phe-
nomenon might be that with relatively small values of N 1

hU and
N 2

hU , the DBM model cannot be fully learned due to insufficient
connections between neurons, leading to less information in the
abstracted high-level feature representation, and reducing land
cover classification accuracies. In contrast, when the values of
N 1

hU and N 2
hU are relatively large, it may cause the overfitting

problems, resulting in redundant information contained in the
abstracted high-level feature representation, and also reducing
the classification accuracies. In addition, as seen in Table III(b),
the user’s accuracies and producer’s accuracies of all land covers
show the same increasing rules. As such, in our study, the best
land cover classification accuracy (89.3% of overall accuracy)
is obtained at N 1

hU = 300 and N 2
hU = 80.

In the third group (i.e., Case 1–3), we used N 1
hU = 300,

N 2
hU = 80, and varied Ns from 5 to 15 pixels with an inter-

val of 2 pixel. As shown in Table III(c), when the neighborhood
size increases from 5 to 9 pixels, the overall accuracies grow
accordingly. However, the overall accuracies greatly decrease as
the parameter Ns changes from 9 to 15 pixels. This is because
when the neighborhood size value is smaller, the neighborhood
information of the objects to be classified is insufficient to ex-
tract high-level feature representation of the object, resulting
in relatively lower land cover classification. Conversely, a lager
value of the neighborhood size generates redundant information
of an object class, also leading to the reduction of land cover
classification accuracies. As seen in Table III(c), when Ns = 9,
the DBM model achieved the maximum user’s accuracies and
producer’s accuracies of all land covers. The phenomenon
is consistent with the overall accuracy and kappa coefficient
assessment.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

PAN et al.: COMPARATIVE LAND-COVER CLASSIFICATION FEATURE STUDY OF LEARNING ALGORITHMS 7

TABLE III
SENSITIVITY TESTS WITH PARAMETERS

(a) N 1
h U , (b) N 2

h U , and (c) Ns .

B. Machine Learning-Based Low-Level Feature Analysis
Methods

Multispectral LiDAR data contain spectral features at differ-
ent wavelengths and geometrical features (such as height and
height-derived texture measures). It is well known that differ-
ent features describe the characteristics of the objects to be
classified. Therefore, sufficient features contribute to the im-
provement of land cover classification accuracies. However, re-
dundant information exists between these extracted features,
which aggravates the complexity of the classification process,
and increases the possibility of reducing land cover classifica-
tion accuracies. In this section, to evaluate the capabilities and
feasibilities of machine learning-based feature extraction and
selection for land cover classification, we, based on the low-
level features, described in Table II, designed two groups of
experiments: PCA-based feature extraction and RF-based fea-
ture selection in Sections IV-B1 and IV-B2, respectively.

1) PCA-Based Feature Extraction: In this group of experi-
ments (i.e., Case 2), the widely used PCA algorithm was used to
transform the extracted 40 features in Table II to obtain the PCs
for land cover classification. The transformed 40 feature com-
ponents were arranged by contribution rates. Fig. 5(a)–(h) show
the first eight components by PCA transformation, respectively.

As shown in Fig. 5, the first six components contain 99.60%
of the information. Visual inspection shows that the first six
components contain the majority of information, while the sev-
enth and eighth components contain less information. To further
confirm the efficiency of the PCA-based feature extraction, we
conducted eight experiments on the Teledyne Optech’s Titan
multispectral LiDAR data (i.e., Cases 2–1 to 2–8). By using

the SVM classifier, different numbers of the PCA feature PCs
were tested to compare their land cover classification accura-
cies. We summarized the overall accuracy and kappa coefficient
in different numbers of the feature PCs (see Table IV).

As shown in Table IV, the number of the PCs has a signif-
icant impact on the classification results. When the number of
the PCs increases, the overall accuracies and kappa coefficients
grow accordingly. Although Case 2–1 used the first six com-
ponents containing nearly 99.60% information (see Fig. 5), its
land cover classification accuracy is lowest in all experiments
(see Table IV). Probably, the information contained by the first
six components might be not necessarily beneficial to this land
cover classification task. When these 40 PCs were input into
the SVM classifier, we achieved the best classification overall
accuracy of 70.2% and kappa coefficient of 0.642, respectively.
As seen in Fig. 6, for most land covers (e.g., building, tree,
grass, soil, and water), both the user’s and producer’s accura-
cies generally increase when the number of the transformed PCs
increases, and they reach the highest values when the number
of PCs is 40. The reason behind this phenomenon is that the
PCs transformed by PCA might lose clear physical meanings of
geometrical and spectral features in the original multispectral
LiDAR data. Therefore, for the Teledyne Optech’s Titan multi-
spectral LiDAR data, the obtained PCs are uncertain and failed
to directly reduce redundant features in land cover classification.
In addition, PCA is based on the assumption that the embedded
subspace of high-dimensional data is linear, which might be ro-
bust to deal with because the multispectral LiDAR data contain
many nonlinear structures, resulting in the poor classification
results.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

8 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING

Fig. 5. First eight components by PCA transformation. (a) First compo-
nent (with contribute rate of 62.32%). (b) Second component (22.70%).
(c) Third component (6.68%). (d) Fourth component (3.72%). (e) Fifth compo-
nent (2.94%). (f) Sixth component (1.24%). (g) Seventh component (0.30%).
(h) Eighth component (0.04%).

2) RF-Based Feature Selection: As introduced in Section
III-B3, when constructing an RF model, there are two important
parameters: Fntree and Fm try . Based on the characteristics of
multispectral LiDAR data and the number of low-level features
listed in Table II, we set Fntree = 100 and Fm try = 6.

The RF algorithm can provide the importance of the fea-
ture variables for the land cover classification model and each
land cover. Table V shows the importance of the contribution
of the first eight variables to the RF model and demonstrates
how those features impact the land cover separability of the RF
classification. As seen in Table V, we found that several vege-
tation indexes are the most important variables for land covers
(e.g., tree and grass), as those indexes enable us to divide an
image into vegetation and nonvegetation objects. Thus, classifi-
cation confusion between elevationally identical and spectrally

TABLE IV
CLASSIFICATION ACCURACY OF DIFFERENT PCS

Fig. 6. User’s accuracy and producer’s accuracy for six land covers on differ-
ent PCs, (a) building, (b) tree, (c) road, (d) grass, (e) soil, and (f) water.

different objects can be reduced, and classification accuracy
is significantly improved. Moreover, elevation is another im-
portant variable in the classification of high-rise objects (e.g.,
building and tree) and low-rise objects (e.g., road, grass and
soil). In Table V, variables NIR and MIR also contribute to the
classification of soil and vegetation according to object spectral
characteristics. Accordingly, to the RF classification model, we
arranged these 40 features according to their importance of vari-
able by the calculated OOB mean decrease accuracy. As shown
in Fig. 7, the first eight feature variables that contribute greatly
to the classification results include GREEN_mean, NIR_mean,
elevation, GNDVI, GDVI, ele_mean, MIR, ele_corre. The eight
most importance variables correspond to the variables shown in
Table V.

To eliminate less important and more correlated features,
an iterative backward elimination scheme was used accord-
ing to the OOB mean decrease accuracy. Table VI shows the
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TABLE V
VARIABLE IMPORTANCE FOR EACH LAND COVER IN TERMS OF MEAN OOB DECREASE, RANKING OF IMPORTANCE FROM TOP TO BOTTOM

Fig. 7. Variable importance of the classification model demonstrated by mean OOB decrease.

TABLE VI
CLASSIFICATION ACCURACIES OF THE RF-BASED

BACKWARD FEATURE SELECTION METHOD

overall accuracies and kappa coefficients of land cover clas-
sification by the recursive feature elimination process for the
Titian multispectral LiDAR data. When the features are re-
duced from 40 to 26, we found, in Table VI, that the overall
accuracy and kappa coefficient stably increase from 77.7% to
80.8%, and from 0.732 to 0.770, respectively. This is because the
backward feature selection method might eliminate some redun-
dant and partially correlated features. However, the overall ac-
curacy and kappa coefficient slowly decrease when the number
of feature is below 26, indicating that an excessive elimination
of features can be counterproductive. Fig. 8 shows both the
user’s and producer’s accuracies for each land cover. As shown
in Fig. 8, for tree and road, when the number of features varied

from 40 to 14, the user’s accuracies first greatly increase and
then decrease, while the producer’s accuracies maintain stable.
The reason behind this phenomenon might be that the most im-
portant feature variables (see in Table V) include elevation and
vegetation information, which contributes to classifying tree and
road from other land covers. On the contrary, for grass and soil,
the user’s accuracies are relatively stable, while the producer’s
accuracies first grow up and then drop down. According to the
analysis of the most important feature variables in Table V, the
vegetation indexes are useful for maintaining the correctness
(around 93%) and slightly improving the completeness (from
84% to 87%) of grass. For building, there are less changes in
user’s and producer’s accuracies when the number of features
varies from 40 to 14. The RF-based backward feature selection
method generates less the user’s and producer’s improvement
for water. Overall, the RF-based method improves recognition
rates and reliabilities for all land covers.

C. Computational Performance Analysis

To verify the feasibility of deep learning and machine learning
algorithms for feature analysis, computational complexity was
evaluated on these three learning algorithms by comparing the
time required to extract the features, as shown in Table VII. All
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Fig. 8. User’s accuracy and producer’s accuracy for six land covers, (a) build-
ing, (b) tree, (c) road, (d) grass, (e) soil, and (f) water.

TABLE VII
COMPUTATIONAL COMPLEXITY COMPARISON BETWEEN DEEP LEARNING AND

MACHINE LEARNING-BASED FEATURE ANALYSIS METHODS

these experiments were conducted on the HP EliteDesk 880 G2
TWR computer with Intel Core TM i5-6500 CPU 3.20 GHz. The
DBM-based method requires a large number of training samples
to train the model. In this study, 30 000 training samples for each
land cover were input to the DBM model. The training process
took 34.657 h for creating the DBM model with two hidden lay-
ers. Once the DBM model is constructed, it can perform very
fast toward feature abstraction. On the given data, the feature ex-
traction process took approximately 6.783 min. For the two ma-
chine learning-based feature analysis methods, the PCA-based
method took 5.317 min to obtain the transformed features from

the original low-level features listed in Table II; the RF-based
method took a total of 8.309 min (2.248, 1.943, 1.701, 1.304,
and 1.113 min for each iteration, respectively) by performing
five iterations on the original extracted low-level features. As
seen in Table VII, with the decrease of the number of features
(i.e., increase of iteration numbers), this method required less
computational time. Therefore, as shown in the computational
analysis results, the PCA-based and DBM-based methods per-
formed significantly faster than the RF-based method.

D. Discussion

Our comparative experiments on land cover classification fea-
ture analysis were conducted on the Teledyne Optech’s Titan
multispectral LiDAR data. To explore the potential of the DBM
model, one of the popular deep learning methods, in high-level
feature representation, we compared it with two widely used
machine learning methods—PCA and RF. All experiments for
these three methods (i.e., Case 1 for the DBM-based high-level
feature presentation, Case 2 for PCA-based low-level feature
extraction, and Case 3 for RF-based low-level feature selection)
can be seen in Tables III, IV, and VI.

In the DBM-based high-level feature representation method,
the number of the hidden layer units and the neighborhood size
had a certain impact on the land cover classification results. At
the first hidden layer, the classification accuracy first increased
and then decreased with the increase of the parameter, N 1

hU . The
change of the classification accuracies was relatively smooth,
and the optimal classification accuracy occurred at N 1

hU = 300.
At the second layer, the land cover classification accuracy fluc-
tuated greatly with the change of N 2

hU . The better performance
of land cover classification occurred at the hidden layer with
80 units. Although the two groups of experiments indicated that
there was no obvious rules to determine the values of the param-
eters N 1

hU and N 2
hU , we empirically concluded that the smaller

the values of the two parameters, the fewer information the
model learned due to insufficient connections between neurons,
whereas excessive large values of the two parameters generated
the redundant information learned from the training samples.
On the contrary, the value of the neighborhood size showed a
distinct change pattern on the land cover classification accuracy.
The classification accuracy first increased and then decreased
when the neighborhood size increased. The overall accuracies
appropriately changed from 68.3% to 89.3%. The better perfor-
mance occurred when Ns = 9. It should be noted that an image
region with a small neighborhood size could contain less useful
contextual or spatial information for sufficiently representing
the high-level features, which might lead to the decrease of land
cover classification. Similarly, an image region with an exces-
sive neighborhood size could include redundant contextual or
spatial information, which also might result in the decrease of
land cover classification.

As a widely used machine learning method, PCA gains
a reputation on data dimensionality reduction. In the PCA-
based feature extraction, all 40 low-level features, including
three-wavelength intensities and height-derived information of
multispectral LiDAR data, were transformed and generated new,
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orthogonal, and uncorrelated components. The first six PCs con-
tained almost 96% image information. However, when the first
six PCs were input into the SVM classifier, the overall classi-
fication accuracy was 60.8%, the lowest of all experiments in
Case 2. When all 40 components were used, the overall accu-
racy improved nearly 10%. Although PCA has a good projection
dimensionality reduction processing for data samples, it also
has disadvantages. For one thing, when the original dataset has
a nonlinear structure, the low-dimensional intrinsic geometric
structure of the data cannot be characterized by the dimension
reduction result, and the dimension reduction results lose the
physical meaning of the original band. For another thing, the
dimensionality reduction process of PCA is realized by coor-
dinate transformation, projecting the high-dimensional dataset
to the direction of maximum variance, satisfying the conditions
of minimum projection error and maximum variance. However,
the best direction of classification is not necessarily the direction
with the largest variance. Moreover, the information of class la-
bels is not fully considered, and it is also one of the important
reasons for dimension reduction errors.

In RF-based feature selection method, based on the feature
importance, one characteristic of RF, an iterative backward fea-
ture elimination method was used to eliminate the redundant and
correlation features. We performed five iterations, in which 20%
of features with the lowest OOB errors were eliminated. Accord-
ingly, the land cover classification accuracies were steadily im-
proved when the number of features changed from 40 to 26. This
is because the method of iterative feature elimination reduces
some redundant and partially correlated features. Afterward, the
land cover classification accuracies were decreased, indicating
that an excessive elimination of features can be counterproduc-
tive. We achieved the best classification accuracies, with overall
accuracy of 80.8% and kappa coefficient of 0.770, when taking
26 features into account.

Quantitatively, the DBM-based high-level feature represen-
tation method was superior to the RF-based feature selection
method and PCA-based feature extraction method in this study.
For the DBM-based method, the overall accuracy and kappa
coefficient were approximately 8.5% and 0.096 higher than the
RF-based method, and about 19.1% and 0.224 higher than the
PCA-based method. Moreover, the best classification accuracies
using the low-level features transformed by PCA were consid-
erably lower than those of the RF. Specifically, the DBM model
took much more time at the model training stage. The GPU
can be used to accelerate the training process. However, once
the model is constructed, it can perform very fast toward fea-
ture extraction. The experimental results demonstrated that, due
to the capability of representing high-level features, the DBM
model performed very effectively and obtained superior perfor-
mance. Therefore, the DBM model was appropriate for land
cover classification using multispectral LiDAR data.

Moreover, the computational complexity analysis showed
that the PCA-based feature extraction method took 5.317 min
to transform the 40 low-level features into the PCs, which was
faster than the other two methods. The RF-based feature se-
lection method took a total of 8.309 min for five iterations to
select 14 low-level features, which was slower than the DBM-

based method. From the classification accuracies, we found 2
or 3 iterations generated the best performance in our land cover
classification task, indicating that around 2–3 iterations were
required for feature selection. However, the DBM model re-
quired considerably much more time at the training stage on
an ordinary personal computer or workstation. Comparatively,
our two machine learning-based methods—PCA and RF—were
less computationally complex even under an ordinary personal
computer or workstation.

V. CONCLUSION

As a new LiDAR technology, a multispectral LiDAR sys-
tem provides both geometrical and multiwavelength informa-
tion, which contributes to identify different land covers. In land
cover classification tasks, one of the major issues is to obtain
optimal multiple features, extracted from multispectral LiDAR
data, and thus achieve stable classification accuracies. The study
discusses and compares the deep learning and machine learning-
based feature analysis methods for multispectral LiDAR data in
land cover classification. The proposed scheme is tested on the
Teledyne Optech’s Titan multispectral LiDAR data. The study
area is classified into six land covers: building, tree, road, grass,
soil, and water. The major contributions of this study are to:

1) explore a popular deep learning method—DBM—for
high-level feature representation;

2) investigate two widely used machine learning methods—
PCA and RF—for low-level feature extraction and
selection;

3) compare the advantages and disadvantages of these learn-
ing algorithms in land cover classification using multi-
spectral LiDAR data.

Deep learning methods have attracted much attention in re-
cent years because of their superior performance in learning
hierarchical features from high-dimensional data. In the study,
the DBM model can obtain high-level feature representation
and show superior performance in land cover classification using
multispectral LiDAR data. Moreover, compared to the low-level
features extracted and selected by the PCA and RF methods, the
DBM-based method outperforms them and shows acceptable
time complexity in land cover classification.

In the future, we will explore different deep learning models
in high-level feature representation for land cover classification
using multispectral LiDAR data. Especially, we will focus on
object-based land cover classification based on the deep learning
models for multispectral LiDAR data. Moreover, we may use
GPUs equipment to carry out the experiment to shorten the
experiment time and improve the experiment efficiency.
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