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Figure 1: Overview of the proposed outdoor AR virtual-real registration approach. 1) Using MLS system to scan outdoor 3D
LiDAR point cloud as the 3D map, and capturing images by camera; 2) Using the keypoint detector of SIFT and ISS to extract the
keypoints in 2D image and 3D LiDAR point cloud, respectively; 3) Using the above keypoints to collect the image patches and
point cloud volumes; 4) Using proposed Siam2D3D-Net to extract the feature representations of image patches and point cloud
volumes; 5) Retrieving the TOP 5 results from each image patch feature representation to the database of point cloud volume feature
representations; 6) Using EPnP and RANSAC algorithm to find the 2D-3D keypoint correspondences to calculate the camera pose;
7) Using the camera pose to compute the transformation matrix from 3D space to 2D space so that achieve virtual-real registration.

ABSTRACT

Large-scale Light Detection and Ranging (LiDAR) point clouds
provide basic 3D information support for Augmented Reality (AR)
in outdoor environments. Especially, matching 2D images across
to 3D LiDAR point clouds can establish the spatial relationship
of 2D and 3D space, which is a solution for the virtual-real
registration of AR. This paper first provides a precise 2D-3D
patch-volume dataset, which contains paired matching 2D image
patches and 3D LiDAR point cloud volumes, by using the Mobile
Laser Scanning (MLS) data from the urban scene. Second, we
propose an end-to-end network, Siam2D3D-Net, to jointly learn
local feature representations for 2D image patches and 3D LiDAR
point cloud volumes. Experimental results indicate the proposed
Siam2D3D-Net can match and establish 2D-3D correspondences
from the query 2D image to the 3D LiDAR point cloud reference
map. Finally, an application is used to evaluate the possibility of
the proposed virtual-real registration of AR in outdoor environments.

Keywords: Outdoor AR, virtual-real registration, 2D-3D
feature representation, cross-domain data matching.

Index Terms: Human-centered computing—Visualization—Visu-
alization techniques—Augmented reality

*indicates equal contribution. e-mail:wqliu1026@163.com
†Corresponding author. e-mail: cwang@xmu.edu.cn

1 INTRODUCTION

With the development of various sensors and cross-domain data
processing methods, AR applications are gradually being applied in
outdoor environments [3]. Due to the complexity of outdoor envi-
ronment, achieving accurate virtual-real registration is challenging.

3D LiDAR point cloud data, an novelty remote sensing data,
provides basic 3D information support for outdoor AR with its
advantage of high precision and fast acquisition. Specifically, if the
2D images and the 3D LiDAR point clouds can be matched, the
spatial relationship of 2D and 3D space will be established, which is
a solution to achieve the virtual-real registration of AR. However,
the great difference between the data modal of the 2D images and
3D LiDAR point clouds makes it challenging to match them directly.

To date, deep learning is a strategy for matching 2D images and
3D LiDAR point clouds, but there is lacking of high-quality dataset
to train the deep neural network. 2D3D-MatchNet [1] is the first
to use deep learning method to establish 2D-3D correspondences
for 2D images and 3D point cloud. Meanwhile, 2D3D-MatchNet
created a dataset of 2D image patch to 3D point cloud volume
correspondences, however, the density of the 3D point cloud is too
sparse to represent the details and contour information of the objects
(as shown in Figure 2(a)). Thus, the dataset of 2D3D-MatchNet is
hard to be used for outdoor AR.

In this paper, our goal is to learn the local invariant feature repre-
sentations of 2D image patches and 3D LiDAR point cloud volumes,
which can be used to match the 2D images and 3D LiDAR point
clouds. The main contributions are listed as follows: a) We create a
high-quality 2D-3D patch-volume dataset; b) We propose a neural
network, Siam2D3D-Net, to jointly learn the local feature represen-
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(a) Image patches & point cloud volumes collected from 2D3D-MatchNet [1].

(b) The high-quality 2D-3D patch-volume dataset collected in this paper.

Figure 2: The 2D-3D dataset of 2D3D-MatchNet and ours.
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Figure 3: The architecture of Siam2D3D-Net.

tations for 2D image patches and 3D LiDAR point cloud volumes;
c) We design an adaptive strategy to obtain an adaptive margin of
margin-based contrastive loss to optimize Siam2D3D-Net.

2 METHOD

The pipeline of the proposed AR virtual-real registration approach
in outdoor environments is shown and described in Figure 1.

Dataset. 1) Using the RIEGL VMX-450 MLS system to scan
about 15 km street scene. The point density of acquired 3D LiDAR
points is about 4000 points/m2. The resolution of the camera image
is 2452× 2056 pixels. 2) Based on the data collection method of
2D3D-MatchNet, to avoid false voting, constraining the area of
keypoint voting is located within a radius of 50 meters from the
image GPS position. Totally, we collect 13,884 pairs of matching
2D-3D patch-volume, several examples are shown in Figure 2(b).

Network. Our proposed Siam2D3D-Net (Figure 3) consists of two
branch with not shared parameters. One is the image branch, which
is constructed with STN (Spatial Transformer Network) module and
modified VGG network, to learn the image feature representations;
the other one is point cloud branch, which is modified PointNet, to
learn the LiDAR point cloud feature representations. The inputs
of Siam2D3D-Net are paired 2D image patches and 3D LiDAR
point cloud volumes. In detail, the size of the 2D image patches
are resized to 128× 128 pixels, and are normalized by Gaussian.
The 3D LiDAR point cloud volumes are padded or down-sampled
to 1024-points, and then achieve normalization based on the center
point of the point cloud volume. The outputs of Siam2D3D-Net are
128-dimensional feature vectors.

Loss function. Inspired by SiamAM-Net [2], we propose to use
the margin-based contrasted loss with adaptive margin to optimize
the Siam2D3D-Net, defined as follows:

Lmargin(IP,MV , l) =
1

2
lD2 +

1

2
(1− l){max(0,m−D)}2 (1)

{
m = d + ln(d +1)

d = max{‖ f (Pk)− f (Vk)‖2 · l} (2)

where l is the label of 2D image patch IP and 3D LiDAR point cloud
volume MV . If IP and MV are matched, l = 1; otherwise, l = 0. D is
the feature distance between the learned features fIP and fMV of the
input pairs, i.e. D( fIP , fMV ) = ‖ fIP − fMV ‖2. m > 0 is the adaptive
margin. Denoting the data in a batch B is {Pk,Vk}, k = 1,2, ...,K,
where B has K/2 matching pairs and K/2 non-matching pairs. d is
the maximal distance of the matching pairs in batch B.

Query image Ground truth TOP5 ranked results

Figure 4: Several TOP 5 ranked results in testing data. 1st row:
Correct TOP 1; 2nd row: Correct TOP 5; 3rd row: Wrond TOP 5.

Training strategy. We use 11,766 matching and 11,766 non-
matching pairs of 2D image patches and 3D LiDAR point cloud
volumes to train Siam2D3D-Net, which is implemented by the Py-
torch framework and trained with a Nvidia 2080 Ti GPU. The image
branch and point cloud branch are all optimized with Adam op-
timizer. The learning rate, initially at 6× 10−5. In addition, the
parameters of the VGG network in the image branch are initialized
with the VGG model which pre-trained on ImageNet.

3 EXPERIMENT

We use the rest 2,118 paired matching 2D image patches and 3D
LiDAR point cloud volumes for testing. To demonstrate the per-
formance of the learned feature representations by Siam2D3D-Net,
several TOP 5 ranked results are shown in Figure 4, the correct
retrieved results are labeled with red bounding boxes. In Figure 4,

the 1st , 2nd and 3rd row show the correct TOP 1, correct TOP 5
and wrong TOP5 retrieved results, respectively. It can be viewed
that high quality data are easier to retrieve the correct correspon-
dence (1st row in Figure 4); with repetitive and similar structure will

mislead the retrieval (2nd row in Figure 4); irregular and complex

samples will increase the challenge (3rd row in Figure 4). Finally, to
demonstrate the possibility of our proposed virtual-real registration
of AR in an outdoor environment, we register a ’Welcome!’ label to
the building, as shown in the last column of Figure 1.

4 CONCLUSION

In this paper, we propose to match 2D images across 3D LiDAR
point clouds to achieve virtual-real registration of AR in outdoor en-
vironments. We propose Siam2D3D-Net to jointly learn the feature
representations of 2D image patches and 3D LiDAR point cloud
volumes. In addition we create a high-quality 2D-3D patch-volume
dataset from the data acquired by RIEGL VMX-450 MLS system.
Experimental results demonstrate that the learned feature representa-
tions of 2D image and 3D LiDAR point cloud can be used to retrieve
in Euclidean space. Finally, an application is used to demonstrate the
possibility of the proposed virtual-real registration of AR in outdoor
environments. In the future, we plan to explore more robust feature
representations for 2D images and 3D LiDAR point clouds.
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