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A FUZZY SEGMENTATION-BASED APPROACH
TO EXTRACTION OF COASTLINES FROM
IKONOS IMAGERY

Yu Li, Jonathan Li and Yao Lu, Department of Geography and Environmental Management
University of Waterloo, Waterloo, Ontario

This paper presents a new approach to effective and accurate extraction of coastlines from commercial
high-resolution satellite imagery. The approach is based on a fuzzy segmentation algorithm, which models
segmentation of a colour image as a fuzzy c-partition and uses colour histogram analysis and a genetic
algorithm to determine the number of clusters and optimal fuzzy c-partition, respectively. After segmenting
the satellite image into homogenous regions based on colour similarity, the segmented regions are classified
into water and land semiautomatically. Then, morphological operations are applied to filter noise in the
classified images. The coastline is finally extracted from the filtered images by a delineation algorithm. The
developed approach is tested by using 1 m resolution IKONOS pan-sharpened imagery. The effectiveness of
the algorithm is demonstrated by the experimental results and accuracy evaluation.

1. Introduction

Coastline mapping and change detection are
critical for various applications, ranging from
coastline erosion and evolution monitoring, to sus-
tainable coastal zone development and planning,
coastal flood forecasting, and the potential effect of
tsunamis on safety of navigation [Green and King
2003; Polngam et al. 2005; Ruiz et al. 2007; Marfai
et al. 2008]. This task is difficult, time consuming,
and sometimes impossible for a huge region such
as an entire continent when using traditional
ground survey techniques, in part because water
bodies can be fast-moving (e.g. floods, tides, and
storm surges) or may be inaccessible. Although
tracing coastlines manually is easy along relatively
simple stretches of a coast, it is not practical when
coastlines become very complex. In addition, auto-
matic and replicable techniques are required to
update coastline maps, to evaluate the spatial and
temporal evolution of alterations due to natural and
anthropic events, and to extract the shoreline for
large areas.

Today, several commercial Earth-observing
satellites provide increasingly high-spatial-resolu-
tion multispectral images. These satellites normally
bundle a 4:1 ratio of a high-resolution panchromat-
ic (PAN) band and lower resolution multispectral
(MS) bands in order to support both colour and best
spatial resolution, while minimizing on-board data
handling needs. For example, IKONOS and
Orbview-3 both provide 1 m PAN (panchromatic)
and 4 m MS (multispectral) images, QuickBird
provides 0.6 m PAN, 2.4 m MS images, and the
upcoming GeoEye-1 will provide 0.4 m PAN and
1.6 m MS images, all of which represent viable
alternatives to high-resolution aerial imagery. It has
been proven that the on-ground fusion of PAN and
MS bands (namely, pan-sharpening) can provide an
improved product to users, dependent upon the
ability of the fusion technique to accurately repro-
duce fused imagery from multi-spectral imagery
while improving the spatial resolution [Zhang
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2004]. It has been found that automated tasks, such
as feature extraction and segmentation/classifica-
tion, benefit from pan-sharpening [Wang et al. 2005;
Colditz et al. 2006]. Today, the pan-sharpening func-
tion is available with commercial remote-sensing
software packages like PCI Geomatica, ERDAS
Imagine, and ENVI.

Several studies have been carried out to develop
digital image-processing techniques for detecting
and delineating water bodies or coastlines from
satellite multispectral images. In general, the exist-
ing coastline extraction methods can be grouped into
two types: edge-based and segmentation-based. An
example of an edge-based method for coastline
extraction can be found in Heene and Gautama
[2000], in which the Canny edge detector was used
with a Gaussian kernel to smooth noise, to compute
the edge strength and direction for each pixel in the
smoothed image, and to identify the candidate edge.
By a thinning process, the edge strength of each
candidate edge pixel is set to zero if it is smaller than
the edge strength of the two adjacent pixels in the
gradient direction. Finally, the thinned edge magni-
tude image is set as a threshold. All candidate edge
pixels above the threshold are marked as edge pixels. 

Segmentation-based methods divide the image
into homogeneous regions according to a given cri-
terion, identify the major water and land regions,
and generate an initial coastline as the boundary
between water and land. An example of a segmen-
tation-based method for coastline extraction can be
found in Li et al. [2003], in which they attempted to
improve IKONOS rational functions for better
ground accuracy and to employ the improved
rational functions for 3D coastline extraction using
1 m resolution PAN stereo images. Their study
demonstrates that a coastline derived from
IKONOS imagery can attain a ground accuracy of
about 2-4 m, which is close to the NOAA/NGS
(National Oceanic and Atmospheric
Administration/National Geodetic Survey) 1:5,000
Coastal Topographic Survey Sheet (T-Sheet) accu-
racy, and higher than the accuracy of USGS (U.S.
Geological Survey) 1:24,000 topographic maps.
Researchers from the same unit [Di et al. 2003]
developed a semi-automatic method to extract
coastlines from IKONOS 1 m resolution PAN and
4 m resolution MS images. Their method is based
on mean shift segmentation, major water body
identification, initial shoreline extraction, and
shoreline refinement. The accuracies of the extract-
ed coastlines from 4 m MS and 1 m PAN stereo
images are estimated to be 8.5 m and 2.3 m, respec-
tively. Liu and Jezek [2004] proposed an image
segmentation approach based on a locally adaptive
thresholding technique, by which reliable results

were achieved for the segmentation of a 30 m reso-
lution Landsat-7 ETM+ band 5 image. 

The main objectives of this study are: (1) to
propose a new segmentation algorithm combining
fuzzy c-partitioning, colour histogram analysis and
genetic algorithms; and (2) to develop a coastline
extraction approach based on the proposed seg-
mentation algorithm. The paper is organized as fol-
lows: Section 2 gives the background, which
explains the principle of the method. Section 3
details the proposed coastline extraction approach.
Section 4 shows how this approach can be applied
to coastline extraction from IKONOS pan-sharp-
ened imagery. The accuracy assessment and con-
clusions are given in Sections 5 and 6, respectively. 

2. Background

2.1 Fuzzy C-Partition

According to the fuzzy paradigm [Klir and
Yuan 1995], fuzzy clustering can be seen as parti-
tioning a data space into a number of fuzzy sets and
assigning each data point a membership correspon-
ding to each cluster. Consider a vector set V formed
by n vectors in L dimensional real number space
RL, i.e., V = {v1, … , vn}, vj = (vj1, …, vjL)∈ RL and
j = 1, 2, …, n, a fuzzy c-partition on V is represent-
ed by a fuzzy partition matrix P,

P = [pij], i = 1, …, c and j = 1, …, n (1)

where c is the number of clusters into which V is
partitioned and the elements pij of P satisfy,

(2)

(3)

where pij ∈[0, 1] is the fuzzy membership of vj

belonging to the ith cluster. It is helpful to explain
two issues before the design of the segmentation
algorithm based on fuzzy c-partition: (1) how to
determine the number of clusters c in the c-partition;
and (2) how to obtain the optimal fuzzy c-partition-
matrix. It is quite popular to assume that the number
of clusters is known before designing the segmenta-
tion algorithm. However, it is difficult to specify the
desired number of clusters, especially in the case of
satellite image segmentation, since the ground truth
is normally not available in advance. In this study,
we use colour histogram analysis to determine the
number of clusters and genetic algorithms to obtain
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the optimal fuzzy c-partition matrix based on
colour similarity measurement.

2.2 Vector Similarity
Consider a vector set V which is partitioned in

c clusters. Each cluster in the fuzzy c-partition is
assigned a centre vector defined in RL, and all c
centre vectors form a centre vector set VC = {vc1,
vc2, …, vcc}. The fuzzy c-partition matrix can be
calculated as follows [Li et al. 2005],

(4)

where m ∈ (1, ∞) is the weighting exponent for each
fuzzy membership. The larger m is, the fuzzier the
partition is. And µ(vj, vci) is a similarity measure
between vectors vj and vci that can be calculated by

µ(vj,vci) = exp–k1d(vj,vci)cosk2θ(vj,vci) (5)

where k1 and k2 are parameters and d(vj, vci) and
θ(vj, vci) are the distance and the angle between vj

and vci defined by

(6)

(7)

2.3 Genetic Algorithms
Genetic algorithms are computer procedures

that employ the mechanics of natural selection and
natural genetics to evolve solutions to problems
[Goldberg 1989]. Given a specific problem to
solve, the input to genetic algorithms is a set of
potential solutions to that problem, encoded in
some fashion. A metric called a fitness function
allows each candidate to be quantitatively evaluat-
ed. These candidates may be solutions already
known to work, but more often they are randomly
generated. In a pool of randomly generated candi-
dates, promising candidates are kept and allowed to
reproduce from each candidate evaluated according
to the fitness function, using a series of genetic
operations: selection, crossover and mutation.

There are many techniques which a genetic
algorithm can use to select the individuals to be

copied over into the next generation. Roulette-wheel
selection is one of the most common methods. It is a
form of fitness-proportionate selection in which the
chance of a selected individual is proportional to the
amount of its fitness. Conceptually, this can be
described as a game of roulette: each individual gets
a slice of the wheel, but fitter ones get larger slices
than weaker ones. The wheel is then spun, and
whichever individual owns the section on which the
selection point lands each time is chosen. Once fit
individuals have been chosen from several selec-
tions, they must be randomly altered in hopes of
improving their fitness for the next generation. There
are two basic strategies to accomplish this. The first
and simplest one is called mutation. Just as mutation
in living things changes one gene to another, so
mutation in a genetic algorithm causes small alter-
ations at a single point in an individual’s code. The
second method is called crossover, and entails
choosing two individuals to swap segments of their
codes, producing artificial offspring that are combi-
nations of their parents. This process is intended to
simulate the analogous process of recombination
that happens in chromosomes during sexual repro-
duction. A common form of crossover is single-point
crossover, in which a point of exchange is set at a
random location in the two individuals’ genomes:
one individual contributes all its code from before
that point, and the other contributes all its code from
after that point to produce an offspring.

2.4 Colour Histogram
Colour histogram is an important technique in

colour image analysis because of its efficiency,
effectiveness and triviality in computation [Pratt
1991]. Generally speaking, a colour histogram rep-
resents the statistical distribution of the colours in
an image [Shapiro and Stockman 2001].

Given a colour space divided into I colour
bins, the colour histogram of a colour image with n
pixels is represented as a vector H = [h0, …, hI -1],
in which each entry hi indicates the statistics of the
colours in the colour image which belong to the ith
bin, i.e.,

(8)

where ni is the number of pixels with colours in the
ith bin. Let the R, G, and B axes in the RGB colour
space be divided into NR, NG, and NB, which have

equal length intervals in each axis. Then the total
bins, N (= NR x NG x NB) can be obtained. These
bins are coded in the sequence from R to G and
then to B. According to the specified discretizing
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and coding scheme, the index of each bin can be
expressed as 

i = R + NG × G + NB
2 × B (9)

where R = 0, 1, … , NR –1, G = 0, 1, …, NG –1, and
B = 0, 1, …, NB –1. Then the colour (rp, gp, bp) will
be in the bin with the index ip, which can be
expressed as,

(10)

where   is the integral operator.

3. Description of
Proposed Approach

The procedures of the proposed coastline
extraction approach include: (1) segmentation of a

colour image, by using histogram analysis to
decide the number of groups to which the colour
image will be partitioned and by applying genetic
algorithms to obtain an optimal fuzzy c-partition
matrix, (2) interactive classification of the seg-
mented image into water and land, (3) morpholog-
ical filtering of the segmented image for noise
removal, (4) delineation of coastlines from the fil-
tered image, and (5) accuracy assessment by com-
paring the computer-extracted results with the man-
ually digitized coastlines. Figure 1 shows the flow-
chart of the proposed approach. 

3.1 Fuzzy Segmentation
Based on the concept of fuzzy c-partition men-

tioned above, a colour segmentation approach has
been designed. The approach consists of three
steps: (1) finding an initial centre vector set CV0,
indicating the ranges in which the centre vectors
are chosen in the following optimal procedure. This
procedure is finished by using a histogram-based
technique; (2) searching the best fuzzy c-partition
using genetic algorithms to find an optimal fuzzy c-
partition matrix; and (3) a defuzzifying procedure
which converts the fuzzy c-partition matrix to the
crisp c-partition matrix. 

3.1.1 Pre-clustering
For the given colour image C, the colour his-

togram H(C) can be obtained by the method
described in Section 2.4. It is obvious that if the
scene in a colour image is composed of distinct
objects with different colours, its colour histogram
usually shows peaks. Each peak corresponds to one
object and adjacent peaks are likely to be separated
by valleys. The height of a peak implies the num-
ber of pixels falling in the bin corresponding to the
peak. The c highest peaks in the colour histogram
can be detected, and the bins corresponding to the
detected peaks determine the ranges in which the
centre vectors are investigated for the purpose of
optimization. The initial centre vectors are random-
ly selected from each of the c bins. 

3.1.2 Optimizing
To search the optimal resolution of the fuzzy c-

partition, genetic algorithms are utilized and
designed as follows.

Chromosome Representation. The chromo-
some in a population is represented by a vector string
consisting of c centre vectors corresponding to c
clusters in a fuzzy c-partition. Figure 2 gives an
example of such a string where vc denote the centre
vectors.
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Population Initialization. The initial popu-
lation is created in such a way that the centre vectors
in each chromosome are randomly chosen from the
selected c bins. The number of chromosomes in a
population (the length of population) is set as LP by
the user, typically, LP = 20 ~ 50.

Fitness Computation. In order to use the
genetic algorithm, it is necessary to define a fitness
function. In this paper, the fitness of each chromo-
some in the population is evaluated as follows, 

(11)

Genetic Operations. In this study, three
kinds of genetic operators mentioned above are
used to find the maximum value of Jm (P,VC)
[Goldberg 1989]. The conventional roulette wheel
method is used for the selection operation; that is,
the probability of selecting a chromosome is pro-
portional to its fitness value. The one-point
crossover is applied to two randomly selected chro-
mosomes to generate their offspring. The crossover
operation is applied stochastically with probability
pc, which implies that there are LP x pc pairs of
chromosomes chosen for the crossover operation.
The mutation operation is carried out by replacing
the chosen chromosome with a new chromosome.
The mutation operation is performed with a fixed
probability pm, that is, LP x pc chromosomes are
selected for the operation.

Stop Criteria. The above genetic process is
repeated until a terminating condition is reached.
Commonly used terminating conditions
[Falkenauer 1998] are (1) a found solution satisfy-
ing minimum criteria, (2) a fixed number of gener-
ations reached, (3) an allocated budget (computa-
tion time/money) reached, (4) the most ranking
solution with fitness reaching a plateau so that suc-
cessive iterations no longer produce better results,
and (5) a visual inspection. In this study, the com-
bination of (2) and (4) is used for the termination of
generic algorithms.

3.1.3 Defuzzifying
In order to obtain the segmented image, trans-

forming the fuzzy c-partition matrix to the crisp
partition matrix is required, which can be done
using the following defuzzification scheme.

After the best Jm (P, VC) is found, let the rela-
tive P = [pij] i = 1, …, c and j = 1, …, n be the fuzzy
c-partition matrix, the percent partition matrix, pp =

[ppij] is defined as

(12)

where pij is the membership grade for pixel j
belonging to cluster i. The crisp partition matrix, Pc

= [pcij], is defined as

(13)

It is clear that each pixel in the crisp-partition
matrix belongs to a certain cluster.

3.2 Interactive Classification and
Morphological Filtering

We use interactive classification to group the
segmented images into two object regions: land and
water. Given the fact that noise (objects belong to
neither land nor water) exists in the classified
images, we use binary morphological operations
for noise removal. For example, depending on the
shape of noise objects, the appropriate combina-
tions of binary closing or opening operators can be
used to remove the noise (e.g. small islands out of
the object area) or fill the holes within the object
area, respectively.

3.3 Delineation
After extracting the water regions according to

the colour features of water, an edge extraction
algorithm is used to detect the skeletons of the
detected water regions. To this end, a boundary
extractor is designed and described in this section.
Following the definition of 8-neighbourhoods
shown in Figure 3, the boundary pixel of the water
regions is determined if it is a contour pixel and sat-
isfies the condition, 0 < N(p) < 8, where N (p) is the
number of nonzero neighbours of pixel p, i.e.,

(14) 

4. Experimental Results

An experiment designed to demonstrate the
performance of the proposed extraction approach
was carried out on four test data sets, which are 1 m
resolution IKONOS pan-sharpened images of four
different scenes (see Figure 4, black-and-white
images are used here). The size of each test image
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is 256 by 256 pixels. These images were geometri-
cally rectified and projected to the UTM projection. 

Figure 5 shows the histograms of the test
images. The number of clusters was determined by
analyzing these histograms. In this experiment, the
number of intervals for discretizing each colour
component was set at 8. As a result, a total of 512
(83) bins were obtained. 

In order to obtain an appropriate number of
clusters (regions) for segmentation, a threshold was
set in advance. This means that those pixels in the
corresponding bins will not be considered as an
independent group during segmentation if values of
the peaks in a histogram are less than the threshold.
In practice, the threshold should be scene-depend-
ent. For simplification, the threshold for all test
images was set at 0.05. The numbers of peaks
above the threshold are counted and considered to
be the number of clusters. Table 1 lists the parame-
ters used in the fuzzy segmentation algorithm
which was applied to the test images. k1 and k2 are
the parameters for calculating the colour similarity
between two colour vectors. 

Different combinations of these parameters
were selected in this experiment and we found that
the values of 0.0001 for k1 and 0.2 for k2 are suit-
able for segmentation of the test images.
Considering the segmentation accuracy and com-
puting time, the length of population (Lp) was cho-
sen as 30. The maximum iteration (Mi) for stopping
segmentation was set as 100. The experiment
demonstrated that Mi was never reached when seg-
menting the four test images, since the segmenta-
tion algorithm converged to its stable state and
stopped automatically before reaching Mi. In this
study, the stable state of iterations is considered to
be when the changes of fitness for the subsequent
five iterations are less than 5%. The probabilities
for crossover and mutation are taken as 0.2. That is,
6 chromosomes out of 30 chromosomes in the pop-
ulation are randomly selected to perform crossover
and mutation operations, respectively.

Figure 6 shows the segmented images obtained
by using the proposed segmentation algorithm
(Note: black-and-white images are used here). By
visual inspection of the segmented images, we can
see that each test image has been partitioned into
more than two classes. For example, as shown in
Figure 6a, the areas in yellow white and pink dark-
gray belong to water, while the areas in blue-black,
green light gray and light black-red belong to land.
By merging the yellow white and pink dark-gray
areas, we obtain the land class (the black area
shown in Figure 7a) and after merging the blackue,
green light-gray and red light-black areas, we
obtain the water class (the white area shown in
Figure 7a). Figure 7 shows the binary images
derived from the segmented images after the classi-
fication through a manually merging process.

As shown in Figure 7, smaller white areas exist
in the land region (black), while smaller black areas
exist in the water region (white), which are mainly
caused by the radiation similarity of the water pix-
els to the land pixels and vice versa. In order to
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Figure 4: Four IKONOS test images of different scenes.

Figure 3: Neighbourhood arrangement.
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eliminate those noise pixels, the binary morpholog-
ical opening operator was applied on Figures 7a,
7b, and 7c to remove the smaller white areas
(noise) appearing in the land region, while the clos-
ing operator on Figure 7d was used to remove the
smaller black areas in the water region.

A 4X4 structuring element was used for both
the opening and closing operators. Figure 8 shows
the homogenous land regions (black) and water
regions (white) after noise removal using the mor-
phological filtering operations.

The boundaries between land (black) and water
(white) were then extracted by the delineation algo-
rithm described in Section 3.3. Figure 9 shows the
delineated coastlines of the four test images.

5. Assessment and
Discussions

Both visual inspection and buffer zone methods
were used in this study for accuracy assessment.
Figure 10 shows the extracted coastlines (red) over-
laid on the original images. Visual inspection
demonstrates that the extracted coastlines match the
coastline images very well.

A buffer zone approach was also used for accu-
racy assessment in this study. The basic idea behind
this approach is to calculate the distribution of the
number of pixels of the extracted coastlines within
a buffer zone around a reference coastline obtained
by manual on-screen digitizing. The structure of the
buffer on a given reference line B0 (a set of pixels
corresponding to the line) can be defined as: 

(15) 

where Ns is the 8 neighbour pixels located at s, bi is
the ith buffer layer, Bi is the union of all i buffer 

Figure 11 shows the buffer zone structure with
two buffer layers, using the manually digitized line
as the reference line (light gray).

The commission error (the black line shown in
Figure 11) is defined as the ratio between the num-
ber of pixels on the computer-extracted line but out
of the buffer zone for the manually digitized line
and the total number of pixels of the computer-
extracted line, i.e.

(16)

where COM is the commission error, the black line
segment shown in Figure 12, NELinMLB = #{{pixels
∈ manually digitized line buffer}∩{pixels ∈ com-
puter extracted line}} and NEL = #{pixels ∈ com-
puter extracted line}. 

The distribution probability of the computer
extracted line on buffer layers for the manually dig-
itized line can be calculated as follows:

(17)

where l = 0, 1, 2 …, is the index of buffer layers, l =
0 is the manually digitized line, and NELinFLBl =
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Figure 5: Histograms of the test images with threshold equal to 0.05.

Table 1. The parameters used in the segmentation process.

Parameters (a) (b) (c) (d)

k1 0.0001 0.0001 0.0001 0.0001

k2 0.2 0.2 0.2 0.2

c 5 5 4 6

m 2 2 2 2

Mi 100 100 100 100

Lp 30 30 30 30

pc 0.2 0.2 0.2 0.2

pm 0.2 0.2 0.2 0.2

b i = Ns∪
s∈B i – 1

– Bi – 1

COM =
NEL – NELinMLB

NEL

pd l =
NELinFLB1

N ML

layers called i buffer, that is Bi = b j∪
j = 0

i
, i = 1, 2, ....
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#{{pixels ∈ lth buffer layer}∩{pixels ∈ computer
extracted line}}. 
The cumulative probability of the extracted line on
first l buffer layers is expressed as

(18)

The

average error can be calculated from Equation 17,
i.e.

(19)

where the error AE is in units of a pixel.
The results of the extracted coastline using the

proposed approach were evaluated according to the
defined measurement. Figure 12 shows the distrib-
uted probabilities of the extracted coastline pixels
within each buffer zone plotted against the cumula-
tive probabilities calculated by Equations 17 and
18, respectively. In those curves, the probabilities
corresponding to zero buffer zone imply the rates
of the extracted coastline pixels coinciding with the
reference coastline pixels. 

As shown in Figure 12, the proposed approach
exactly extracted more than 81 percent of the coast-
lines (on average). In the worst case d, more than
72% of the coastlines exactly extracted and more
than 93% of the coastlines are extracted within one
buffer zone of the reference costlines. Table 2 lists
the commission errors and average errors calculat-
ed by Equations 16 and 19. It should be noted that
the commission errors within the first three buffer
zones (including zero buffer and first buffer) are
considered in this evaluation.

As shown in Table 2, the average errors are
less than one pixel and mean commission error is
about 4.43% (≈(3.42+1.29+4.49+8.55) / 4). Both
commission and average errors show that the pro-
posed coastline extraction approach is both efficient
and accurate. 
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Figure 6: Segmented images.

Figure 7: Classified images.

pc l = P iΣ
i = 0

l

AE = l *pd lΣ
l

Table 2. Commission errors and average errors.

Image (a) (b) (c) (d)

COM (%) 3.42 1.29 4.49 8.55

AE (pixels) 0.2 0.1 0.3 0.4
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6. Conclusions
In this research, we present a new approach to

automating coastline extraction from 1 m resolution
IKONOS pan-sharpened imagery. Our approach
uses a new fuzzy segmentation algorithm, which is
based on the fuzzy c-partition and combines colour
histogram analysis and generic algorithms. The seg-
mentation process is fully automated since no initial
coastline by manual selection is required. In our
approach, the crucial step governing the positional
accuracy of the extracted coastline is image segmen-
tation. The accuracy of the image segmentation, in
turn, depends on the reliability and correctness of the
threshold. Our research represents a technical inno-
vation to improve the accuracy and efficiency of the
algorithms for achieving a reliable, optimal, and
global threshold by combining colour histogram
analysis and generic algorithms. 

This approach was developed under the uniform
image-processing framework and it does not require
any auxiliary data from other sources, such as GIS
databases. As a result, it can be easily completed and
used with minimum human interaction. The devel-
oped approach was tested on four different test
images and the extracted coastlines were evaluated
by both visual inspection and buffer-zone methods.
The experimental results show that the average
errors are less than one pixel (0.2, 0.1, 0.3, and 0.4
pixels for the four test images, respectively) and
mean commission error (under the accuracy of one
pixel) is less than 4.4%. 

Fully automated extraction of coastlines from
high-spatial-resolution satellite images is a difficult
and very challenging task because of the effects of
ocean surface waves, coastal structures, shadows,
low-intensity contrast between land and water
regions, and other factors. Although our approach
has demonstrated its accuracy and effectiveness,
some further enhancements by considering shape
and texture information could be made in a future
version. Nevertheless, some human intervention
may be inevitable in coastline extraction from very
high-resolution satellite images, such as upcoming
0.4 m resolution GeoEye-1 and 0.25 m resolution
GeoEye-2. 
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Figure 8: Filtered images.

Figure 9: Extracted coastlines.
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