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Abstract—The accurate extraction of roads is a prerequisite
for the automatic extraction of other road features. This letter
describes a method for detecting road boundaries from mobile
laser scanning (MLS) point clouds in an urban environment. The
key idea of our method is directly constructing a saliency map
on 3-D unorganized point clouds to extract road boundaries. The
method consists of four major steps, i.e., road partition with the
assistance of the vehicle trajectory, salient map construction and
salient points extraction, curb detection and curb lowest points
extraction, and road boundaries fitting. The performance of the
proposed method is evaluated on the point clouds of an urban
scene collected by a RIEGL VMX-450 MLS system. The complete-
ness, correctness, and quality of the extracted road boundaries are
95.41%, 99.35%, and 94.81%, respectively. Experimental results
demonstrate that our method is feasible for detecting road bound-
aries in MLS point clouds.

Index Terms—Mobile laser scanning (MLS), point cloud, road
boundary, saliency map.

I. INTRODUCTION

ROADS, as an important urban structure, provide a con-
tinuous surface spanning an entire city and provide con-

textual cues for recognizing important scene structures (e.g.,
road signs, lamp posts, road markings, and cars). Consequently,
the accurate extraction of roads is an important issue in road
surveying, automatic drive, and autonomous vehicle navigation.

A mobile laser scanning (MLS) system is developed as
a cost-effective solution for large-scale 3-D data acquisition.
Some methods have been proposed to detect road boundaries
from MLS point clouds [1], [2]. However, these methods are
either sensitive to the point density variation and overlap with
green spaces or have a high computational complexity. Zhou
and Vosselman [3] proposed a sigmoidal function to fit the
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points near a detected curbstone, but their method requires
computing the digital terrain model first. Some methods also
utilize existing geographic information system maps to extract
roads from MLS point clouds. A 2-D road map acquired
online provides the topology and geometry of a road. Boyko
and Funkhouser [4] utilized a 2-D road map acquired from
OpenStreetMap to partition a road into patches. However, the
2-D map is required to be registered with 3-D point clouds.
To deal with a large-scale point cloud, in our previous work,
we utilized the vehicle trajectory to partition the point cloud
into data blocks [5]. Because model parameters are estimated
through the Random Sample Consensus (RANSAC) algorithm,
this method is sensitive to the ratio of road surface points in
each data block. Guan et al. [6] utilized the trajectory to extract
a set of profile examples and only detected two points in each
profile. Based on a very sparse point set, the extracted road
boundaries are not robust to the change in the road direction.
Except for 3-D laser scanning systems, some methods utilize
2-D Light Detection and Ranging (LIDAR) to deal with road
detection problems. Han et al. [7] utilized Markov chain prop-
agation models to conduct road detection using a downward-
looking 2-D LIDAR sensor. Another 2-D-LIDAR-sensor-based
method uses multiple Kalman filters to integrate the sensor
measurements for road boundary detection [8].

Curbs are important cues identifying the boundary of a
roadway [9]. We assume that the lowest points of road curbs
constitute road boundaries that separate pedestrian pavements
or other green spaces from road surfaces. In this letter, we
propose a local-normal-saliency-based method to extract road
boundaries from MLS point clouds in an urban environment.
Fig. 1 shows the workflow of our method for automatic road
boundaries detection. Our method includes four steps: 1) road
partition, where MLS point clouds are partitioned into a number
of overlapping data blocks with the assistance of the vehicle
trajectory; 2) saliency map construction and salient points
extraction, where, for each data block, the saliency map of a
3-D unorganized point cloud is computed and salient points are
extracted adaptively; 3) curb detection and curb lowest points
extraction, where road curbs are detected and the lowest points
of curbs are extracted from salient points; and 4) road boundary
fitting, where the curb lowest points of adjacent data blocks are
merged and further fitted into smooth curves through a curve
fitting algorithm.

II. METHOD

A. Trajectory-Based Road Partition

MLS systems provide both 3-D laser scanning point clouds
and the vehicle trajectory. The trajectory represents the location
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Fig. 1. Workflow of the road boundaries detection algorithm.

and direction of a mobile mapping van on a road and indirectly
indicates the road location and direction since the scanned data
and the trajectory are transformed into a unified coordinate
system. With the assistance of the trajectory, the whole point
cloud of the test area is divided into a number of overlapping
data blocks that ensure the continuity of road boundaries.
Specifically, by selecting trajectory points at a constant time
interval Ts, a set of trajectory points with an approximate
constant distance interval is generated. These points are used
to partition the whole point cloud into overlapping data blocks.
Considering the road surface rising and falling, the slope of the
road surface in each data block is constrained to change slowly,
and this constraint is formulized as

tez − tsz√
(tex − tsx)2 + (tey − tsy)2

− tmz − tsz√
(tmx − tsx)2 + (tmy − tsy)2

< Sthr (1)

where (tsx, tsy, tsz), (tmx, tmy, tmz), and (tex, tey, tez) are the
start point, middle point, and endpoints of the trajectory points
in each data block, respectively. The time interval of the middle
point to both the start point and the endpoint is Ts/2. If the slope
difference between a line connecting the start and end trajectory
points and a line connecting the start and middle trajectory
points is larger than the given threshold Sthr, the data block is
divided into two subblocks according to the middle trajectory
point.

B. Saliency Map Construction and Salient Points Extraction

In this section, we propose a method to construct a saliency
map in a bottom-up manner. Compared with other saliency map
construction methods [10], our method directly constructs a
saliency map on 3-D unorganized point clouds. The saliency
is measured by projecting the distance of each point’s normal
vector to the point cloud’s dominant normal vector into a
hyperbolic tangent function space. Given a point cloud, the

Fig. 2. Illustration of salient map construction and salient points extraction.
(a) Raw point cloud. (b) Constructed saliency map. (c) Extracted salient points.

Fig. 3. Illustration of curbs extraction. (a) Salient points segmentation.
(b) Curbs extraction.

dominant normal vector is estimated by separating the point
cloud normal vectors into k clusters through a K-means clus-
tering method [11]. The centroid of the largest cluster is treated
as the dominant normal vector (denoted as nm) of this point
cloud. For each point pi, the Euclidean distance di of its normal
vectorni to the dominant normal vectornm is computed. Then,
the saliency of point pi is obtained by projecting di into a
hyperbolic tangent function space [12] by

S(di) =
1+tanh (λ(di − c))

2
=

1

2

(
1+

eλ(di−c)−e−λ(di−c)

eλ(di−c)+e−λ(di−c)

)
(2)

where c represents the geometric centroid of the hyperbolic
tangent function, and λ controls the sharpness of the shape of
curve. The aim of this nonlinear transformation is to ensure a
large enough saliency difference between salient and nonsalient
points.

In order to estimate c adaptively, we first construct a his-
togram consisting of a set of bins. Each bin counts the number
of points whose scalar quantity di falls into a given range of
values. Let {Nk, k = 1, 2, . . . ,K} represent the number of
points falling into K bins. The probability of a point falling
into the kth bin is formulized as

p̂k =
Nk

N
, k = 1, 2, . . . ,K. (3)

Then, the geometric centroid is estimated by

c =

K∑
k=1

(
log

(
1
p̂k

)
∗ hk

)
K∑

k=1

log
(

1
p̂k

) (4)

where hk denotes the mean of the scalar quantity corresponding
to the kth bin. According to (4), the scalar quantity with fewer
points is given a larger weight, whereas the scalar quantity with
more points is given a smaller weight. After projection based
on the estimated geometric centroid, the difference of saliency
between the salient and nonsalient points is enlarged.
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Fig. 4. Bottom view of the extraction of curb lowest points. The green points represent the curb points, and the red points represent the extracted lowest points.
The first row shows the extracted results of the left curb, and the second row shows the extracted results of the right curb.

The salient points are extracted by classifying the points into
salient and nonsalient classes. The classification is mathemati-
cally formulized as

pi =

{
1, if S(di) ≥ S(c)

0, if S(di) < S(c)
(5)

where 1 represents that point pi is a salient point, and
0 represents that point pi is a nonsalient point. The salient
points are extracted after removing all nonsalient points from
the point cloud. Fig. 2(a)–(c) shows the original point cloud,
the constructed saliency map, and the extracted salient points,
respectively.

C. Curb Detection and Curb Lowest Points Extraction

The salient points extracted in the previous step contain ob-
jects such as trees, road curbs, street lamps, and vehicles. In this
step, the salient points are first segmented into clusters through
a region growing segmentation algorithm [13]. Fig. 3(a) shows
the segmentation results, and different colors represent different
clusters. Then, curbs are detected based on their elevation,
horizontal length, and distance to the trajectory. The elevation
criterion separates curbs from objects such as trees, cars, and
high fences. The horizontal length criterion separates curbs
from objects such as small low fences. The distance to the
trajectory separates curbs from objects such as long low fences.
These criteria are mathematically formulized as

vi ∈

⎧⎪⎨
⎪⎩

curb, if (Li>LT) & (Emin<Ei<(Emin+Ethr))

&
(
dti = min

{
dtj
})

noncurb, otherwise
(6)

where Li denotes the horizontal length of cluster i, LT is
the given horizontal length threshold, Ei denotes the maximal
elevation of the points in cluster i, Emin denotes the minimal el-
evation of the point cloud, Ethr denotes the elevation threshold,
dti denotes the distance of cluster i to the trajectory line, and dtj
denotes the distance of clusters to the trajectory line in the same
side as cluster i. According to these criteria, the candidate curbs
are extracted. Fig. 3(b) shows the extracted curb clusters.

As described in [1], curbs display either an elevation jump
or a gradual elevation change between roads and curb surfaces
in real-world urban scenes. Yang et al. [1] utilized two adjacent
moving windows to extract the upper and lower points of curb
surfaces. However, their method is not robust when a curb is
overlapped with a green space. To extract the lowest points
of curbs, a projection-based method is proposed in this letter.
Specifically, we first project the points of curbs into the X−Z
and Y−Z planes both in the original and principal component
analysis (PCA)-based projective point clouds, and then, we
extract the lowest points of the curb in these four planes. In
the X−Z and Y−Z planes of the original point cloud, all the
lowest points in these two planes are treated as the lowest
points of curbs. In Fig. 4(a), (b), (e), and (f), the extracted
lowest points are shown in red. The projective point cloud is
obtained by transforming the original point cloud according to
the principal components of the horizontal distribution of the
curb. The principal components essentially are the eigenvectors
of the covariance matrix of the horizontal components of a curb,
which are formulized as

CV = EV C = cov(H) H =

⎡
⎢⎢⎢⎣
x1, y1
x2, y2

...
...

xn, yn

⎤
⎥⎥⎥⎦ (7)

where C is the covariance matrix of curb horizontal components
H, E is the diagonal matrix of the eigenvalues, and V are the
two orthogonal eigenvectors or principal components. Then,
the projective point cloud is obtained through the following
transformation: ⎡

⎣x′
i

y′i
z′i

⎤
⎦ =

[
V 0
0 1

]⎡⎣xi

yi
zi

⎤
⎦ (8)

where (xi, yi, zi) are the point coordinates in the original
point cloud space, and (x′

i, y
′
i, z

′
i) are the transformed point

coordinates. After transformation, the horizontal coordinates
are changed, whereas the elevation is still the same. The low-
est points extraction described in the original point cloud is
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repeated in the projective point cloud, as shown in Fig. 4(c),
(d), (g), and (h). Finally, all of the extracted lowest points are
merged together.

D. Road Boundaries Fitting

In our method, a whole scene is divided into many overlap-
ping data blocks. For each data block, the extraction procedure
of the curb lowest points is repeated. Then, the curb lowest
points of the adjacent data blocks are merged together. Two
adjacent lowest point sets are only merged if the distance
between these two point sets is smaller than a given threshold
mthr. Finally, a curve fitting algorithm is used to fill the small
gap and generate smooth curb boundaries [14].

III. EXPERIMENTS AND DISCUSSION

A. Test Data

The test data were collected using a RIEGL VMX-450 MLS
system. The VMX-450 system integrates two RIEGL VQ-450
laser scanners (400 lines/s, 1.1 million measurements/s, 8-mm
accuracy, and 5-mm precision), as well as an inertial measure-
ment unit and global navigation satellite system equipment. The
test data, with about 331 million points, were acquired in a
factory area of 828 m × 792 m in Xiamen, China. The total
length of the road in the test data is approximately 5 km, and
the total length of road boundaries is 9292.79 m. Furthermore,
the test scene contains numerous crossroads, buildings, grass
strips, low fences, and cars, which contribute to the complexity
of road boundaries detection.

B. Extraction of Road Curb Boundaries

The parameters used in the proposed method are listed in
Table I. Our proposed algorithm was implemented on a com-
puter with an Intel Core i3 3.3-GHz processor and random
access memory of 16 GB. The averaged running time of extract-
ing the curb lowest points for each data block is about 10 s. The
whole time of the proposed algorithm is about 4605 s. In order
to visually check the quality of road curb boundaries extraction,
we overlaid the fitted results of the curb lowest points on the
MLS point clouds, as shown in Fig. 5. Some typical road scenes
are enlarged for detailed inspection. In Fig. 5, we observe
that our proposed method performs well for road boundary
extraction.

C. Quantitative Evaluation

A completeness evaluation metric [1] was used to quantita-
tively evaluate our method. We compared our method with the
state-of-the-art methods proposed in [1] and [6] referred to as
Yang’s method and Guan’s method, respectively. We manually
extracted the lowest points of curbs in the test data set as the
ground-truth data. The distance interval between neighboring
selected points is about 0.5 m. For curbs occluded by vehicles
or road intersections, we counted the distance of two endpoints
of occluded curbs into the length of the ground truth.

To evaluate the completeness metric of our method, we
calculated the following three metrics by comparing the fitted

TABLE I
PARAMETERS AND THEIR VALUES USED IN OUR EXPERIMENTS

Fig. 5. Road boundary extraction results from the test data.

road boundaries with the ground-truth data:

Completeness : r =
TP

Lr

Correctness : p =
TP

Le

Quality : q =
TP

(Le + FN)
=

TP

(TP + FP + FN)
.

(9)

As described in [1], Lr is the total length of the road
boundaries in the ground-truth data, Le is the total length of
the extracted road boundaries, TP is the length of the cor-
rectly extracted boundaries, FP is the length of the extracted
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TABLE II
LENGTH OF THE EXTRACTED CURB: Le , TP , FP , AND FN

TABLE III
COMPLETENESS MEASURE OF THE CURB EXTRACTION RESULTS

boundaries that do not exist in the ground-truth data, and FN
is the length of the boundaries that are not extracted but exist in
the ground-truth data. Table II lists the values used for comput-
ing the completeness evaluation metric, and Table III lists the
completeness evaluation results. For the test data, our method
achieves a completeness of 95.41%, a correctness of 99.35%,
and a quality of 94.81%. The occlusions caused by vehicles
or road intersections are the major contribution to FN in the
test data. There are no or fewer points in the occluded curbs
because of the occlusion. Grass strips make a contribution to
both FN and FP . If grass strips and curbs are too close to
each other, tall grass strips make the curb detection from salient
points unsuccessful, and low grass strips make a contribution to
FP . The intersections of test roads also contribute to FP by
making the points in the intersection area have a large normal
difference from the dominant normal of the testing data block.

Through Tables II and III, we observe that our method out-
performs Guan’s method. The reason for the better performance
is that Guan’s method only extracts two boundary points in each
data block; thus, the sparse point set cannot accurately delineate
the change in the road boundary. On the contrary, our method
extracts dense boundary points in each data block, and these
dense points can accurately delineate the change in the road
boundary. In addition, Guan’s method extracts two points in
each data block whether there is a road curb or not, and this
step leads to generate more FP . Our method also achieves
better performance than Yang’s method. This is because the
performance of Yang’s method is degraded when the point
densities in the two sides of a road are not identical.

IV. CONCLUSION

In this letter, we have proposed a novel local-normal-
saliency-based method to extract road boundaries from MLS
point clouds. The proposed method directly constructs a
saliency map on 3-D laser scanning point clouds and extracts
road curbs according to their spatial location relationship with
contextual objects. To accurately delineate a road direction
change, a PCA-projection-based method is proposed to extract
dense curb lowest points. Visual inspection and quantitative
evaluation demonstrate the robustness and effectiveness of the
proposed method in real-world urban scenes. In addition, com-
parative results demonstrate that our method achieves better
completeness, correctness, and quality compared with state-of-
the-art methods. In our future work, camera images will be
incorporated to deal with the occlusions caused by objects on a
road.

REFERENCES

[1] B. Yang, L. Fang, and J. Li, “Semi-automated extraction and delineation
of 3-D roads of street scene from mobile laser scanning point clouds,”
ISPRS J. Photogramm. Remote Sens., vol. 79, pp. 80–93, May 2013.

[2] P. Kumar, C. P. McElhinney, P. Lewis, and T. McCarthy, “An automated
algorithm for extracting road edges from terrestrial mobile LiDAR data,”
ISPRS J. Photogramm. Remote Sens., vol. 85, pp. 44–55, Nov. 2013.

[3] L. Zhou and G. Vosselman, “Mapping curbstones in airborne and mo-
bile laser scanning data,” Int. J. Appl. Earth Observ. Geoinf., vol. 18,
pp. 293–304, Aug. 2012.

[4] A. Boyko and T. Funkhouser, “Extracting roads from dense point clouds
in large scale urban environment,” ISPRS J. Photogramm. Remote Sens.,
vol. 66, no. 6, pp. S2–S12, Dec. 2011.

[5] H. Wang et al., “Automatic road extraction from mobile laser scanning
data,” in Proc. IEEE Int. Conf. CVRS, 2012, pp. 136–139.

[6] H. Guan, J. Li, Y. Yu, M. Chapman, and C. Wang, “Automated road
information extraction from mobile laser scanning data,” IEEE Trans.
Intell. Transp. Syst., vol. 16, no. 1, pp. 194–205, Feb. 2015.

[7] J. Han, D. Kim, M. Lee, and M. Sunwoo, “Enhanced road boundary
and obstacle detection using a downward-looking LIDAR sensor,” IEEE
Trans. Veh. Technol., vol. 61, no. 3, pp. 971–985, Mar. 2012.

[8] Y. Kang, C. Roh, S.-B. Suh, and B. Song, “A Lidar-based decision-making
method for road boundary detection using multiple Kalman filters,” IEEE
Trans. Ind. Electron., vol. 59, no. 11, pp. 4360–4368, Nov. 2012.

[9] I. Stainvas and Y. Buda, “Performance evaluation for curb detection prob-
lem,” in Proc. IEEE Intell. Veh. Symp., 2014, pp. 25–30.

[10] A. Borji and L. Itti, “State-of-the-art in visual attention modeling,”
IEEE Trans. Pattern Anal. Mach. Intell., vol. 35, no. 1, pp. 185–207,
Jan. 2013.

[11] R. O. Duda, P. E. Hart, and D. G. Stork, Pattern Classification.
Hoboken, NJ, USA: Wiley, 2012.

[12] I. J. Zucker, “The summation of series of hyperbolic functions,” SIAM J.
Math. Anal., vol. 10, no. 1, pp. 192–206, 1979.

[13] T. Rabbani, F. van den Heuvel, and G. Vosselmann, “Segmentation
of point clouds using smoothness constraint,” Int. Arch. Photogramm.,
Remote Sens. Spatial Inf. Sci., vol. 36, pp. 248–253, 2006.

[14] U. Ozertem and D. Erdogmus, “Locally defined principal curves and
surfaces,” J. Mach. Learn. Res., vol. 12, pp. 1249–1286, Feb. 2011.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


