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a b s t r a c t

Depth is a rich source of information and has been successfully utilized in numerous
computer vision applications. However, it is often ignored in object tracking. In this paper,
in contrast to traditional 2D image-based tracking method, we propose a novel 3D object
tracking method from a moving binocular camera. To effectively handle the deformable
targets, a target is first represented by a local patch-based appearance model. Then, to
handle the partial occlusions, we design a simple yet effective scheme to detect and
recovery occlusions using depth information obtained from a moving binocular camera.
Therefore, the proposed method can simultaneous capture target appearance changes and
alleviate the drifting problem. The experimental results demonstrate the effectiveness of
the proposed method.

& 2014 Elsevier B.V. All rights reserved.
1. Introduction

Object tracking is one of the basic tasks in numerous
computer vision applications, such as intelligence video
surveillance, human machine interfaces, special effects in
motion pictures, indexing for multimedia, and so on.
Robust object tracking will greatly improve the perfor-
mance of object intelligence video surveillance, human
machine interfaces and activity analysis. However, design-
ing robust object tracking methods is still an open issue,
especially considering various complicated variations that
may occur in dynamic scenes, e.g., illumination variations,
pose changes, background clutters, occlusions, etc.

To achieve the goal of robust object tracking, a large
number of 2D image-based methods using different fea-
tures and learning schemes have been proposed over the
years. However, the 2D image-based tracking methods are
easily corrupted by the noises and cannot effectively handle
ity, 361005, Xiamen,
the occlusions. Differently, depth information obtained
from a binocular moving camera can provide potentially
useful information to deal with the occlusions.

In this paper, we present a novel 3D object tracking
method from a moving binocular camera that learns a
robust patch-based target appearance model and explicitly
handles the occlusions by using depth information. The
key idea is firstly to utilize a local patch-based appearance
model to represent the target. Since the target is repre-
sented by a local patch-based appearance model, the
proposed tracking method can effectively handle the
deformable targets. Then, to handle the partial occlusions,
we use a simple yet effective scheme to detect and
recovery occlusions using depth information obtained
from a moving binocular camera, which is more robust
than existing 2D image-based tracking methods. Experi-
mental results on challenging video sequences demon-
strate the robustness of the proposed 3D tracking method
by comparing it with several state-of-the-art tracking
methods.

The rest of the paper is organized as follows: Section 2
reviews the related work. The overview of the proposed

www.sciencedirect.com/science/journal/01651684
www.elsevier.com/locate/sigpro
http://dx.doi.org/10.1016/j.sigpro.2014.08.041
http://dx.doi.org/10.1016/j.sigpro.2014.08.041
http://dx.doi.org/10.1016/j.sigpro.2014.08.041
http://crossmark.crossref.org/dialog/?doi=10.1016/j.sigpro.2014.08.041&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1016/j.sigpro.2014.08.041&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1016/j.sigpro.2014.08.041&domain=pdf
mailto:caoliujuan@xmu.edu.cn
http://dx.doi.org/10.1016/j.sigpro.2014.08.041


L. Cao et al. / Signal Processing 112 (2015) 154–161 155
tracking algorithm is described in Section 3. The local
patch-based target appearance model is described in
Section 4. The tracking process and occlusion detection
scheme are presented in Section 5. A summary of the
proposed tracking method is given in Section 6. In Section 7,
experimental results are given. Finally, the conclusions are
drawn in Section 8.
2. Related work

To achieve robust object tracking even in complexity
dynamic scenes, a number of tracking methods have been
proposed.

In the tracking literature, one popular technique is to
track object using fixed appearance models [1–3]. These
methods assume that object will look nearly identical in
each new frame. Thus, an appearance model of the object
from the first frame can be always used to describe object
appearance. However, these fixed appearance model-based
tracking methods cannot achieve long-term robust tracking
in dynamic scenes, which often requires addressing difficult
target appearance update problem. To handle this problem,
a number of authors have formulated the problem of visual
tracking as an online learning problem, in which the target
appearance is updated adaptively using the images tracked
from the previous frames. Collins et al. [4] present a method
to adaptively select one color feature from several different
color spaces to construct adaptive appearance models,
which can best discriminate the object from the current
background. In Ref. [5], Avidan proposes a method using an
adaptive ensemble of classifiers for object appearance model
maintenance and tracking. Unfortunately, one inherent
problem of online learning-based trackers is drift, a gradual
adaptation of the tracker to non-targets.

To alleviating the drifting problem, a number of top-
performing tracking methods have recently been pro-
posed. Matthews et al. [6] propose a method by making
sure the current tracker does not stray too far from the
initial appearance model. Within the semi-supervised
learning framework, Grabner et al. [7] treat all incoming
samples as unlabeled data. One of the key limitations of
the above methods is that very large changes would cause
the failures. In [8] and [9], a multiple instance boosting
Fig. 1. The flowchart of the pro
based technique and a co-training based technique are
respectively proposed to deal with the drifting problem.
In [10] and [11], a structured output support vector machine
is applied to object tracking. In [12], Gall et al. propose a
Hough forests-based visual tracking method. Lu and Hager
[26] propose a model adaptation method driven by feature
matching and feature distinctiveness that is robust to drift.
Oron et al. [27] develop another method to deal with the
drift problem by automatically estimating the amount of
local (dis)order in an object. In [28], a discriminative metric
is learned for robust visual tracking. In addition, with the
popularity of low-rank subspaces and sparse representa-
tions in image processing and machine learning, a variety of
low-rank and sparse representations based tracking meth-
ods have been recently proposed [29–31].

Rather than using only 2D images, a number of authors
have used 3D or stereo-based information to improve the
performances of the computer vision systems [14–17,32–
34,36–38]. For object tracking literature, Hu et al. [13]
propose a principal axis-based stereo tracking method. Ess
et al. [14] propose a robust multi-person tracking method
from a mobile platform, in which depth information is used
to verify object candidates obtained by object detection.
Some authors focus on tracking the human body by using
RGB-D cameras [15–17]. In [32], Choi and Christensen
propose a RGB-D object tracking method using a particle
filter on GPU. Kooa et al. [33] propose a novel model-free
approach for tracking multiple objects from RGB-D point set
data. In [34], Ren et al. propose a probabilistic framework
for simultaneous tracking and reconstruction of 3D rigid
objects using an RGB-D camera. However, their perfor-
mances are severely impaired in an outdoor environment
due to complicated illumination changes. Moreover, Kinect
requires a minimum and a maximum distance from objects
to the cameras in order to obtain accurate depth values.

Please refer to [18–21] for more complete reviews on
the tracking methods.
3. Overview of the proposed tracking method

In this section, we develop our depth-based tracking
algorithm from a moving binocular camera. The flowchart
of the proposed tracking method is shown in Fig. 1.
posed tracking method.
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Specifically, the proposed 3D tracking algorithm works
as follows: The object of interest is manually selected in
the first frame by a bounding box. Then, we construct a
local patch-based appearance model and a depth-based
model for the interested object. For one incoming video
frame t, we first obtain a set of likelihood maps that are
produced by matching each foreground patch model.
Then, we design a robust estimator to fuse the likelihood
maps and make the final decision on the new target
position. According to the depth-based GMM model at
frame t-1, the occlusion is detected and recovered. Finally,
the local patch-based target appearance model and the
depth-based model are adaptively updated respectively to
capture the target appearance and depth variations. The
tracking procedure continues in this iterative fashion until
the end of video.

Below we give a detailed description about each compo-
nent of our method.

4. The local patch based target appearance model

The appearance model is a basic issue to be considered
in the object tracking problem. In this section, we propose
an effective appearance model, which represent the target
by a set of patches. Specifically, in our tracking algorithm, a
target is represented by a local patch-based adaptive
appearance model to explicitly handle partial occlusions.
As illustrated in Fig. 2(a) and (b), multiple local patches are
used to capture the local information of the target.
Specifically, as illustrated in Fig. 2(a), the bounding box
of a target is first divided into a set of non-overlapping
horizontal patches with ðβ �WÞ � ðγ � HÞ pixels, where W
and Hare the width and height of the bounding box
respectively. β and γ are scale factors and typically set as
0.4 and 0.15 respectively. The two factors can be perturbed
with little effect on performance. Similarly, as illustrated in
Fig. 2(b), the bounding box of the target is then divided
into a set of non-overlapping vertical patches with ðγ �
WÞ � ðβ � HÞ pixels.

A good feature is one of the key factors for a well-
designed computer vision and pattern recognition system.
Feature issues include: what feature is desirable for the
recognition of a pattern and how to effectively extract the
Fig. 2. Illustration of a local patch-based appearance
feature from the original input image. In this paper, to
more clearly show the advantages of the proposed depth-
based tracking method, we adopt intensity histograms to
represent the local patches. The intensity histograms can
be extracted in an efficient manner by using the integral
image technique. It is important to note that other (poten-
tially more efficient and robust) features may also be
considered.
5. Tracking and occlusion detection

5.1. Tracking

The key part of the proposed 3D tracking algorithm
proceeds by first computing a set of likelihood maps
M¼MiðU ; U ji¼ 1;2; :::;NpÞ that serve as proposal solutions,
and then optimally fusing them using a robust estimator.
Np denotes the number of effective patches and is adaptive
updated in the tracking process. Given a patch, if its
appearance variation between consecutive frames is above
a predefined threshold, we consider the patch is unstable.
Otherwise, the patch is considered as stable. We use the Np

stable patches to represent the object of interested. In this
paper, we choose the intensity histogram intersection to
calculate the appearance variations and the predefined
threshold is set as 0.7. One element Mðx; yÞ of a likelihood
map MiðU ; UÞ is obtained by calculating the histogram
intersection distance between ith patch's model to that
of a candidate image patch centered at location x and y.

To fuse the tracking maps M and make the final
decision, a robust estimator is designed

ðxn; ynÞ ¼ argminðx;yÞSðx; yÞ ð1Þ

where Sðx; yÞ ¼ ρ% value in the sorted set Miðx; yÞji¼
1;2; :::;Np. Typically, ρ is set as 15. The intuitive idea is to
filter the most similar and dissimilar patches of the
candidate to the target. The most similar patches of the
candidate to the target cannot discriminate foreground
from background whereas the most dissimilar patches of
the candidate to the target have high possibility to suffer a
sudden appearance change or occlusion, etc.
model of the target and its depth-based model.



Table 1
A summary of the proposed tracking algorithm.

Algorithm 1 Depth-based object tracking from a moving binocular camera

Initialization:
1. Acquire one manually labeled frame.
2. Initialize a patch-based appearance model for the interested object.
3. Initialize a depth-based model for the interested object.
for t¼2 to the end of the video
1. Generate a set of likelihood maps via a rich set of each foreground patch's model.
2. Fuse the likelihood maps and make the final decision on the new object position.
3. Occlusions detection and recovery.
4. Update the patch-based target appearance model.
5. Update the depth-based model.
end for
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5.2. Occlusion detection and recovery

Occlusion Detection: To detect the occlusion, we
assume that the object depth is dominant within the
bounding box that encompasses the object. Thus, the
dominant depth value changes when an occlusion appear-
ances. In this paper, given the dense depth information
from a moving binocular camera, we employ the mixture
of Gaussian model (GMM) [35] to construct the depth-
based model, which greatly compensates the depth noises

pðdtÞ ¼∑K
i ¼ 1wi;tnηðdt ; μi;t ;Σi;tÞ ð2Þ

where K is the number of Gaussian components and η is a
Gaussian probability density function

ηðdt ; μt ;ΣtÞ ¼
1

ð2πÞn2jΣt j12
exp �1

2
ðdt�μtÞTΣ�1

t ðxt�μtÞ
� �

ð3Þ

wi;t , μi;t and Σi;t are the time adaptive mixture coeffi-
cients, mean and variance, respectively, of the ith Gaussian
of the mixture associated with dt . At each time instant, the
Gaussian components are evaluated in descending order
with respect to w=Σ to find the first matching with dt (a
match occurs if the value falls within 2:5� Σ of the mean
of the component). The first B components are chosen as
the target depth-based model, where

B¼ argminbð∑b
k ¼ 1wk4TÞ ð4Þ

where T is the minimum portion of the target depth-based
model. The weight wi;t is adjusted as follows:

wi;t ¼ ð1�αÞwi;t�1þaðMi;tÞ ð5Þ
where a is the learning rate and Mi;t is 1 for the model
which is matched and 0 for others.

According to the depth-based GMM model, occlusion
detection is done after getting the new target position.
First, the pixels within the bounding box located at the
new target position are classified as occlusion if they do
not adhere to the model of the depth-based GMM model.
Then, occlusion is detected if the ratio of occluded pixels
and total pixels within the target bounding box is more
than 0.8. Otherwise, the target is deemed to non-occluded.

Recovery from occlusion: The local patch-based target
appearance model and depth-based GMM model are fixed
when entering the occlusion state. Then, for one incoming
video frame tþ1, we first draw testing samples from a
search window centered in previous target position.
Furthermore, we compute the distances between the
samples and the local patch-based target appearance
model. The occlusion is recovered if the minimum distance
among these distances is smaller than a given threshold.

6. Summary of the proposed tracking algorithm

A summary of the proposed tracking algorithm is
described in Table1.

7. Experiments

The performance of the proposed depth-based tracking
method is evaluated in this section. The algorithm is
implemented using Cþþ , on a computer with Intel-Core
2 2.86 GHz processor. It achieves the processing speed of
2 fps at the resolution of 320�240 pixels. The dense depth
images from the moving binocular camera are generated
by the well-known belief propagation algorithm [25].

We carry out experiments on five challenging sequences in
the well-known binocular video datasets [14]. The challenges
of these five sequences include large illumination variation,
small target, drastic change in scale, occlusion and background
clutters. We compare the performance of the proposed
method to several state-of-the-art tracking methods, e.g.,
the Fragments-based Tracker (FT) [3], the context-based
tracker [22] (CT), the Tracking-Learning-Detection-based
Tracker (TLD) [23], and the depth driven tracker [24] (DDT).
We use the same parameters as the authors have given on
their papers and websites for all of our experiments.

To clearly show the tracking results obtained by the
proposed method, we give the tracking results of the
proposed tracker in the five testing image sequences in
Fig. 3–7. It can be seen from these five figures that the
proposed tracking method can achieve robust tracking
even in the challenging conditions, such as occlusion,
appearance changes, and size changes etc.

The quantitative comparison results of the trackers (i.e.,
our method, the FT, the CT, the TLD, and DDT) are listed in
Fig. 8 and Table 2. The quantitative performance is measured
by the center location errors (pixels) in each frame and
average center location errors in the whole sequences. The
ground truth is achieved by manually labeling all frames
from the video sequences. It is easily to see that, due to
using fixed appearance models, FT cannot effectively handle
the target appearance variations. The CT can handle the drift



Fig. 3. Tracking results of the proposed tracking method on the first challenging video sequence.

Fig. 4. Tracking results of the proposed tracking method on the second challenging video sequence.

Fig. 5. Tracking results of the proposed tracking method on the third challenging video sequence.
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Fig. 6. Tracking results of the proposed tracking method on the fourth challenging video sequence.

Fig. 7. Tracking results of the proposed tracking method on the fifth challenging video sequence.

Fig. 8. Position error curves for five image sequences we tested on.
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Table 2
Average center location errors (pixels). Quantitative comparison results
on five challenging sequences by our method, the FT, CT, TLD, and DDT
respectively.

Image sequence FT CT TLD DDT Ours

1 12 7 6 21 5
2 20 12 15 22 10
3 25 12 20 10 11
4 22 13 17 18 6
5 52 46 45 23 9

L. Cao et al. / Signal Processing 112 (2015) 154–161160
and occlusion problem relatively well in some sequences
due to using the context information. The TLD does not
perform well in case of occlusions and dramatic figure/
ground appearance pattern changes. The DDT cannot effec-
tively track a target when the depth information is inaccu-
rate. Based on powerful local patch-based target appearance
model and depth-based occlusion detection, the proposed
tracking method can track the targets for almost the full
length of all these sequences.
8. Conclusion

In this paper, we have proposed a robust depth-based
tracking method from a moving binocular camera. The
local patch-based target appearance model is first used to
handle the deformable targets. Then, given the dense
depth information obtained from a moving binocular
camera, a depth-based GMM model is used to detect
occlusion. Therefore, our method can simultaneous cap-
ture target appearance changes and alleviate the drifting
problem. Extensive comparison experiments on several
challenging video sequences demonstrate the advantage of
our method.
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