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#### Abstract

This paper presents a region-based approach to segmentation of the satellite synthetic aperture radar (SAR) intensity imagery. The approach is based on a Voronoi tessellation, the Bayesian inference, and the reversible jump Markov chain Monte Carlo (RJMCMC) algorithm. By Voronoi tessellation, the approach partitions a SAR image into a set of polygons corresponding to the components of the segmented homogenous regions. Each polygon is assigned a label to indicate a homogeneous region. The labels for all the polygons form a label field, which is characterized by an improved Potts model. The intensities of pixels in each polygon are assumed to satisfy identical and independent gamma distributions in terms of their label. Following the Bayesian paradigm, the posterior distribution that characterizes the SAR image segmentation can be obtained up to the integration constant. Then, a RJMCMC scheme is designed to simulate the posterior distribution and estimate its parameters. Finally, an optimal segmentation is obtained by the maximum a posteriori algorithm. The results obtained on both real Radarsat- $1 / 2$ and simulated SAR intensity images show that our approach works well and is very promising.
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## I. Introduction

GENERALLY speaking, segmentation of remotely sensed data is a procedure of partitioning a given scene into meaningful regions that correspond to land use and land cover (LULC) classes or a part of them in the scene. To this end, it is necessary to investigate the imaging properties of LULC classes and infer constraints to characterize them. The challenges lie in translating these constraints into criteria applicable at data level, e.g., modeling the segmentation problem by using these criteria and proposing a scheme to obtain an optimal segmentation for a given data set. Perhaps the most commonly used criterion is homogeneity, which is derived from Marr's idea on the coherency of matter [1]. In the data processing of satellite synthetic aperture radar (SAR) intensity imagery (hereafter referred to as the SAR imagery), segmentation is

[^0]the most critical task as the quality of the segmentation stage is essential for further high-level data processing tasks such as feature extraction, object recognition, and classification. It also has prominent effects on the global quality of all remotely sensed data interpretation system [2]. SAR image segmentation is by far still a very difficult task. The difficulties stem from both the intractability of the segmentation problem itself and the effect of speckle noise in SAR imagery. According to [3], a mathematical problem is well posed only if its solution exists and is unique and robust to noise. While SAR imaging is shown to be a well-posed direct problem, SAR image segmentation is considered as an inverse ill-posed problem since its solution is usually not unique [4]. The speckle phenomenon due to the coherent nature of radar backscatters in SAR imagery [5] causes inaccurate measurements of backscatter coefficients, which is proportional to the measured power of the received microwave given by the square of its amplitude. Several techniques have been developed for suppressing speckle noise [2]. The more commonly used technique is known as multilooking [2], [5]. In this technique, the Doppler spectrum is equivalently split into several adjacent subsets, each of which occupies a different part of the Doppler spectrum. Each of these subsets can be used to form a separate image (or a look). Then, by averaging the looks on power, the radiometric accuracy of the measurements is improved but at the cost of resolution [2].

Following the above multilook processing, there are numerous algorithms for SAR image segmentation published in the literature. All of them can broadly be categorized into three groups: 1) clustering-based segmentation algorithm [6]-[9]; 2) edge-based segmentation algorithm [10], [11]; and 3) regionbased segmentation algorithm [12]-[15].

The Markov random field (MRF) provides a mathematical formulation for modeling local spatial interactions between locations. Currently, MRF has been proved to be a powerful tool for solving the SAR image segmentation problem by taking into account the multiplicative nature of speckle noise in a statistically optimal way and also provides an efficient regularization framework [16]. Various MRF models have been developed for SAR image segmentation. A Markov random field model on the region adjacency graph was defined in [17] so that the erroneous segmentation caused by speckle noise in SAR imagery can be avoided and the number of configurations for combinatorial optimization can be reduced. A discontinuityadaptive MRF (DA-MRF) model was developed in [18] to penalize irregularities but accounts for strong discontinuities.

The DA-MRF model integrates the gamma distribution in an objective function for SAR image segmentation. In [19], a simple MRF model with a new implementation scheme was proposed for unsupervised segmentation based on image features. In their new implementation scheme, a function-based weighting parameter between the two components in the traditional two-component MRF model is introduced. In [20], a hidden-class-label MRF model in the wavelet domain was proposed to suppress the effect of speckle noise. They used multiscale segmentation with overlapping window to segment the finest scale of the stationary wavelet transform domain.

We aim to develop a novel region-based approach to SAR image-segmentation-based MRFs. It follows the Bayesian paradigm for image processing [21] and consists of four stages: 1) The construction of prior probability distribution for capturing general and scene-specific knowledge about a given SAR image and is governed by an unknown set of parameters. By Voronoi tessellation, the domain of the given SAR image is partitioned into a set of polygons corresponding to the components of the segmented homogenous regions. Associated with each polygon is a label indicating the homogenous region to which the polygon belongs. The labels for all the polygons form a label field that is modeled by a Markov random field model. 2) The formation of the joint probability density function (pdf) for SAR image representation called the likelihood. The intensities of pixels in each homogenous region are modeled by a strictly stationary random field (RF), in which their intensities are considered to satisfy identical and independent gamma distributions. 3) The combination of prior distribution and the likelihood by Bayes' theorem to form the posterior distribution of labels, partitions, and distribution parameters conditional on the SAR imagery. 4) The creation of an inference about the labels based on the posterior distribution. A reversible jump Markov chain Monte Carlo (RJMCMC) algorithm is employed to simulate the posterior distribution, and the maximum a posteriori (MAP) scheme is used to find the optimal segmentation.

The remainder of this paper is organized as follows: Section II details the proposed segmentation algorithm. Section III presents and discusses the experimental results obtained using real and simulated SAR image, respectively. Section IV draws some conclusions and addresses future aspects of this research.

## II. Description of Proposed Algorithm

## A. Partition Model

The microwave scattered from a spatial domain $D \subset R^{2}$ can be expressed by a bivariate random function $Z(x, y)$, where $(x, y) \in D$ is a spatial location in the image domain $D$. Digitization of the function $Z(x, y)$ is a process of discretely sampling all possible locations and gives rise to a set of random variables, which is called a $\mathrm{RF}, \boldsymbol{Z}=\left\{Z_{i}=Z\left(x_{i}, y_{i}\right) ; i=\right.$ $1,2, \ldots, n\}$, where $n$ is the number of sampling points (pixels), $i$ is the index of sampling points, and $\left(x_{i}, y_{i}\right)$ are the georeferenced ground points regularly arranged on $D$. Therefore, a given SAR image can be viewed as a realization of the RF $\boldsymbol{Z}$.

In this paper, a Voronoi tessellation [22] is explored for partitioning $D$ into subregions. Given a set of points, which are
called generating points, $\boldsymbol{G}=\left\{\left(u_{j}, v_{j}\right) \in D ; j=1, \ldots, m\right\}$, where $m$ is the number of generating points, the Voronoi tessellation divides $D$ into a set of polygons, which are called Voronoi polygons, $\boldsymbol{P}=\left\{P_{j} ; j=1, \ldots, m\right\}$, in which the $j$ th Voronoi polygon $P_{j}$ associated with the generating point $\left(u_{j}, v_{j}\right)$ consists of the points nearest to $\left(u_{j}, v_{j}\right)$ than to any other generating point in $G$, i.e.,

$$
\begin{align*}
P_{j}=\{(x, y) & \in D ;\left|(x, y)-\left(u_{j}, v_{j}\right)\right| \\
& \left.<\min _{\left(u_{j^{\prime}}, v_{j^{\prime}}\right) \in G /\left(u_{j}, v_{j}\right)}\left|(x, y)-\left(u_{j^{\prime}}, v_{j^{\prime}}\right)\right|\right\} \tag{1}
\end{align*}
$$

where $P_{j}$ is the convex polygon bounded by a set of bisectors for the links of pairs of generating points [22], [23].

## B. Image Model

Assume that a SAR image contains a known number of homogeneous regions $k$ and is partitioned into an unknown number of polygons $m$ a priori by Voronoi tessellation, where $m$ possesses a prior distribution with pdf $p(m)$. Associated with each polygon, there is a random label variable that indicates the homogenous region to which the polygon belongs, and label variables for all polygons form a label field $\boldsymbol{L}=\left\{L_{j} ; j=1, \ldots, m\right\}$. A realization of $\boldsymbol{L}, \boldsymbol{l}=\left\{l_{j} \in\right.$ $\{1, \ldots, k\} ; j=1, \ldots, m\}$, corresponds to a segmentation of the image. In a given polygon $P_{j}$, the intensity values of pixels $\boldsymbol{Z}_{j}=\left\{Z_{i} ;\left(x_{i}, y_{i}\right) \in P_{j}\right\}$ are conditionally characterized by identical and independent gamma distributions on the label $L_{j}=l_{j}$ with the pdf as follows:

$$
\begin{equation*}
p\left(\boldsymbol{Z}_{j} \mid L_{j}, \boldsymbol{\theta}_{l_{j}}\right)=\prod_{\left(x_{i}, y_{i}\right) \in P_{j}} \frac{1}{\Gamma\left(\alpha_{l_{j}}\right)} \beta_{l_{j}}^{-\alpha_{l_{j}}} Z_{i}^{\alpha_{l_{j}-1}} \exp \left(-\frac{Z_{i}}{\beta_{l_{j}}}\right) \tag{2}
\end{equation*}
$$

where $\boldsymbol{\theta}_{l j}=\left(\alpha_{l j}, \beta_{l j}\right)$ is the parameter vector, and $\alpha_{l j}$ and $\beta_{l j}$ are the shape and scale parameters of the gamma distribution, respectively. The joint pdf of $\boldsymbol{Z}$, given $m, \boldsymbol{L}, \boldsymbol{G}$, and the parameters of gamma distributions for all homogeneous regions, becomes

$$
\begin{align*}
p(\boldsymbol{Z} \mid m, \boldsymbol{L}, \boldsymbol{G}, \boldsymbol{\theta}) & =\prod_{j=1}^{m} p\left(\boldsymbol{Z}_{j} \mid L_{j}, \boldsymbol{\theta}_{l_{j}}\right) \\
& =\prod_{l=1}^{k} \prod_{\left(x_{i}, y_{i}\right) \in \Delta_{l}} \frac{1}{\Gamma\left(\alpha_{l}\right)} \beta_{l}^{-\alpha_{l}} Z_{i}^{\alpha_{l}-1} \exp \left(-\frac{Z_{i}}{\beta_{l}}\right) \tag{3}
\end{align*}
$$

where $\boldsymbol{\theta}$ is the gamma distribution parameter vector, i.e., $\boldsymbol{\theta}=$ $\left\{\boldsymbol{\theta}_{l}=\left(\alpha_{l}, \beta_{l}\right) ; l=1, \ldots, k\right\}$, and $\Delta_{l}$ is the set of polygons with the same label $l$, i.e., $\Delta_{l}=\left\{P_{j} ; l_{j}=l, j=1, \ldots, m\right\}$.

## C. Bayesian Model

Using Bayes' rule, the posterior distribution of $m, L G$, and $\boldsymbol{\theta}$ given $\boldsymbol{Z}$ can be written as
$p(m, \boldsymbol{L}, \boldsymbol{G}, \boldsymbol{\theta} \mid \boldsymbol{Z}) \propto p(\boldsymbol{Z} \mid m, \boldsymbol{L}, \boldsymbol{G}, \boldsymbol{\theta}) p(\boldsymbol{G} \mid m) p(\boldsymbol{\theta}) p(\boldsymbol{L} \mid m) p(m)$.

In (4), assume that $\boldsymbol{\theta}$ is independent of $\boldsymbol{L}$ and $m$. To model the correlation of labels for neighbor polygons, the stationary second-order Potts model is used [24], [25]. Given a polygon $P_{j}$, let $N_{j}=\left(j^{\prime} ; P_{j} \sim P_{j^{\prime}}\right), j, j^{\prime} \in\{1,2, \ldots, m\}$ and $j^{\prime} \neq j$, be the set of labels for its neighbor polygons, where the operator $\sim$ donates a neighborhood relationship. The polygons $P_{j}$ and $P_{j^{\prime}}$ are neighbors $P_{j} \sim P_{j^{\prime}}$ if and only if $P_{j}$ and $P_{j^{\prime}}$ share a mutual boundary. The conditional distribution of the label variable for the polygon $P_{j}$ given the labels of its neighbor polygons can be expressed as

$$
\begin{equation*}
p\left(L_{j} \mid L_{j^{\prime}}, j^{\prime} \in N_{j}\right)=\frac{\exp \left(c \sum_{j^{\prime} \in N_{j}} t\left(L_{j}, L_{j^{\prime}}\right)\right)}{\sum_{l=1}^{k} \exp \left(c \sum_{j^{\prime} \in N_{j}} t\left(l, L_{j^{\prime}}\right)\right)} \tag{5}
\end{equation*}
$$

where $c>0$ is a constant that controls the neighborhood dependences between a pair of neighbor polygons [26], and $t$ is an indicator function, i.e.,

$$
t(x, y)= \begin{cases}1, & \text { if } x=y  \tag{6}\\ 0, & \text { otherwise }\end{cases}
$$

The joint pdf of the label field $L$ can be expressed as

$$
\begin{align*}
p(\boldsymbol{L} \mid m) & =\prod_{j=1}^{m} p\left(L_{j} \mid L_{j^{\prime}}, j^{\prime} \in N_{j}\right) \\
& =\prod_{j=1}^{m} \frac{\exp \left(c \sum_{j^{\prime} \in N_{j}} t\left(L_{j}, L_{j^{\prime}}\right)\right)}{\sum_{l=1}^{k} \exp \left(c \sum_{j^{\prime} \in N_{j}} t\left(l, L_{j^{\prime}}\right)\right)} \tag{7}
\end{align*}
$$

However, if some interaction between generating points is necessary, then the following processes that model the interaction can be considered, such as Gaussian perturbed points [27], the nearest-neighbor Markov process [28], and the Strauss process [29]. The prior distribution for the number of generating points is assumed to satisfy the Poisson distribution with a mean $\lambda$. Its pdf can be written as

$$
\begin{equation*}
p(m)=\frac{\lambda^{m}}{m!} \exp (-\lambda) \tag{8}
\end{equation*}
$$

The shape and scale parameters of the gamma distribution are assumed to be identical independent Gaussian distributions, i.e., $\alpha \sim N(\xi, \kappa)$, and truncated $\alpha>0, \beta \sim N(\omega, \gamma)$, where $\xi, \kappa, \omega$, and $\gamma$ are constants. The joint pdf's of $\boldsymbol{\alpha}=\left\{\alpha_{l} ; l=\right.$ $1, \ldots, k\}$ and $\boldsymbol{\beta}=\left\{\beta_{l} ; l=1, \ldots, k\right\}$ can be written, respectively, as

$$
\begin{align*}
& p(\boldsymbol{\alpha})=\prod_{l=1}^{k} \frac{1}{\sqrt{2 \pi} \kappa} \exp \left[-\frac{\left(\alpha_{l}-\xi\right)^{2}}{2 \kappa^{2}}\right]  \tag{9}\\
& p(\boldsymbol{\beta})=\prod_{l=1}^{k} \frac{1}{\sqrt{2 \pi} \gamma} \exp \left[-\frac{\left(\beta_{l}-\omega\right)^{2}}{2 \gamma^{2}}\right] \tag{10}
\end{align*}
$$

For a generating point $\left(u_{j}, v_{j}\right)$ uniformly distributed on $D$, its pdf can be expressed as

$$
\begin{equation*}
p\left(u_{j}, v_{j}\right)=\frac{1}{|D|} \tag{11}
\end{equation*}
$$

where $|D|$ denotes the area of the domain $D$. Assuming that all the generating points are independently drawn from $D$, the joint pdf of $G$ is given by

$$
\begin{equation*}
p(\boldsymbol{G} \mid m)=\prod_{j=1}^{m} p\left(u_{j}, v_{j}\right)=\frac{1}{|D|^{m}} \tag{12}
\end{equation*}
$$

The posterior distribution defined in (4) can be rewritten as

$$
\begin{align*}
& p(m, \boldsymbol{L}, \boldsymbol{G}, \boldsymbol{\theta} \mid \boldsymbol{Z}) \propto(\boldsymbol{Z} \mid m, \boldsymbol{L}, \boldsymbol{G}, \boldsymbol{\theta}) p(\boldsymbol{G} \mid m) p(\boldsymbol{\theta}) p(\boldsymbol{L} \mid m) p(m) \\
&= \prod_{l=1}^{k} \prod_{\left(\boldsymbol{x}_{i}, y_{i}\right) \in \Delta_{l}} \frac{1}{\Gamma\left(\alpha_{l}\right)} \beta_{l}^{-\alpha_{l}} Z_{i}^{\alpha_{l}-1} \exp \left(-\frac{Z_{i}}{\beta_{l}}\right) \\
& \times \prod_{j=1}^{m} \frac{\exp \left(c \sum_{j^{\prime} \in N_{j}} t\left(L_{j}, L_{j^{\prime}}\right)\right)}{\sum_{l=1}^{k} \exp \left(c \sum_{j^{\prime} \in N_{j}} t\left(l, L_{j^{\prime}}\right)\right)} \\
& \quad \times \prod_{l=1}^{k} \frac{1}{\sqrt{2 \pi} \kappa} \exp \left[-\frac{\left(\alpha_{l}-\xi\right)^{2}}{2 \kappa^{2}}\right] \\
& \quad \times \prod_{l=1}^{k} \frac{1}{\sqrt{2 \pi} \gamma} \exp \left[-\frac{\left(\beta_{l}-\omega\right)^{2}}{2 \gamma^{2}}\right] \\
& \quad \times \frac{\lambda^{m}}{m!} \exp (-\lambda) \times \frac{1}{|D|^{m}} . \tag{13}
\end{align*}
$$

## D. Simulation

To segment a SAR image, it is necessary to simulate from the posterior distribution defined in (13) and estimate its parameters. Let $\boldsymbol{\Theta}=(m, \boldsymbol{L}, \boldsymbol{G}, \boldsymbol{\theta})$ be the parameter vector of the posterior distribution. It is noteworthy that when $m$ is a variable, the dimension of the parameter vector $\Theta$ varies. In this paper, the RJMCMC algorithm [30] is used to simulate dependent samples from the posterior distribution of $\Theta$, whereas the parameter space is variable during sampling. According to Green [30], a new candidate $\Theta^{*}$ for $\Theta$ is proposed at each iteration by an invertible deterministic function $\Theta^{*}=$ $\Theta^{*}(\Theta, s)$ (assume that the dimension of $\Theta^{*}$ is higher than that of $\Theta)$, where $s$ is a random vector defined for accomplishing a transition from $(\Theta, s)$ to $\Theta^{*}$ with the dimension satisfying the dimension matching condition, i.e., $|\Theta|+|s|=\left|\Theta^{*}\right|$ [30]. The appropriate acceptance probability for the proposed transition from $\Theta$ to $\Theta^{*}$ is given by

$$
\begin{equation*}
\alpha\left(\boldsymbol{\Theta}, \boldsymbol{\Theta}^{*}\right)=\min \left\{1, \frac{p\left(\boldsymbol{\Theta}^{*} \mid \boldsymbol{Z}\right) r\left(\boldsymbol{\Theta}^{*}\right)}{p(\boldsymbol{\Theta} \mid \boldsymbol{Z}) r(\boldsymbol{\Theta}) q(\boldsymbol{s})}\left|\frac{\partial\left(\boldsymbol{\Theta}^{*}\right)}{\partial(\boldsymbol{\Theta}, \boldsymbol{s})}\right|\right\} \tag{14}
\end{equation*}
$$

where $q(\boldsymbol{s})$ is the pdf of $\boldsymbol{s}$, and $r\left(\boldsymbol{\Theta}^{*}\right)$ and $r(\boldsymbol{\Theta})$ are the probabilities of a given move type in states $\boldsymbol{\Theta}^{*}$ and $\boldsymbol{\Theta}$, respectively.

The Jacobian $\left|\partial\left(\boldsymbol{\Theta}^{*}\right) / \partial(\boldsymbol{\Theta}, \boldsymbol{s})\right|$ is due to the change of variable from $(\Theta, s)$ to $\Theta^{*}$.

The move types designed in this paper include the following: Move 1: updating gamma distribution parameters. The parameter vector for gamma distributions can be written as $\boldsymbol{\theta}=\left\{\boldsymbol{\theta}_{l} ; l=1, \ldots, k\right\}$, where $\boldsymbol{\theta}_{l}=\left(\alpha_{l}, \beta_{l}\right)$. Assume that the probability distributions for the proposals $\alpha_{l}^{*}$ and $\beta_{l}^{*}$ are Gaussian distributions with means $\alpha_{l}$ and $\beta_{l}$ and standard differences $\varepsilon_{\alpha}$ and $\varepsilon_{\beta}$, respectively, i.e., $\alpha_{l}^{*} \sim N\left(\alpha_{l}, \varepsilon_{\alpha}\right)$ and $\beta_{l}^{*} \sim N\left(\beta_{l}, \varepsilon_{\beta}\right)$. The acceptance probability for the proposals $\alpha_{l}^{*}$ and $\beta_{l}^{*}$ can be obtained as

$$
\begin{equation*}
a_{\alpha, \beta}\left(\boldsymbol{\theta}_{l}, \boldsymbol{\theta}_{l}^{*}\right)=\min \left\{1, \prod_{j \in J_{l}} \frac{p\left(\boldsymbol{Z}_{j} \mid \boldsymbol{\theta}_{l}^{*}\right) \times p\left(\boldsymbol{\theta}_{l}^{*}\right)}{p\left(\boldsymbol{Z}_{j} \mid \boldsymbol{\theta}_{l}\right) \times p\left(\boldsymbol{\theta}_{l}\right)}\right\} \tag{15}
\end{equation*}
$$

where $J_{l}=\left\{j^{\prime} ; l_{j^{\prime}}=l\right\}$.
Move 2: updating labels. A polygon $P_{j}$ with label $l_{j}$ is randomly drawn. To update its label, a new label $l_{j}^{*}$ is then uniformly drawn from $\{1, \ldots, k\}$. The acceptance probability for $l_{j}^{*}$ can be written as
$\alpha_{l}\left(l_{j}, l_{j}^{*}\right)=\min \left\{1, \frac{\prod_{\left(\mathbf{x}_{i}, y_{i}\right) \in P_{j}} \frac{1}{\Gamma\left(\alpha_{l_{j}^{*}}\right)} \beta_{l_{j}^{*}}^{-\alpha_{l_{j}^{*}}} Z_{i}^{\alpha_{l_{j}^{*}}-1} \exp \left(-\frac{Z_{i}}{\beta_{l_{j}^{*}}}\right)}{\prod_{\left(\mathbf{x}_{i}, y_{i}\right) \in P_{j}} \frac{1}{\Gamma\left(\alpha_{l_{j}}\right)} \beta_{l_{j}}^{-\alpha_{l_{j}}} Z_{i}^{\alpha_{l_{j}}-1} \exp \left(-\frac{Z_{i}}{\beta_{l_{j}}}\right)}\right.$

$$
\begin{equation*}
\left.\times \frac{\exp \left(c \sum_{j^{\prime} \in N_{j}} t\left(l_{j}^{*}, l_{j^{\prime}}\right)\right)}{\exp \left(c \sum_{j^{\prime} \in N_{j}} t\left(l_{j}, l_{j^{\prime}}\right)\right)}\right\} \tag{16}
\end{equation*}
$$

Move 3: moving position of generating points. One of the generating points in $\boldsymbol{G}=\left\{\left(u_{j}, v_{j}\right) ; j=1, \ldots, m\right\}$ is drawn at random, for example, $\left(u_{j}, v_{j}\right)$. A proposed generating point $\left(u_{j}^{*}, v_{j}^{*}\right)$ is uniformly drawn from its corresponding polygon $P_{j}$. The new generating point gives rise to the local changes of $P_{j}$ and its neighbor polygons $N P_{j}=\left\{P_{j^{\prime}} ; j^{\prime} \in N_{j}\right\}$ to $P_{j}^{*}$ and $N P_{j}^{*}=$ $\left\{P_{j^{\prime}}^{*}, j^{\prime} \in N_{j}\right\}$. The acceptance probability for the move turns out to be

$$
\begin{align*}
& \alpha_{g p}\left(\left(u_{j}, v_{j}\right),\left(u_{j}^{*}, v_{j}^{*}\right)\right) \\
& =\min \left\{1, \frac{\prod_{j^{\prime} \in\left\{j, N_{j}^{*}\right\}\left(x_{i}, y_{i}\right) \in P_{j^{\prime}}} \frac{1}{\Gamma\left(\alpha_{l_{j}}\right)} \beta_{l_{j}^{*}}^{-\alpha_{l^{*}}} Z_{i}^{\alpha_{l_{j}^{*}-1}^{2}} \exp \left(-\frac{Z_{i}}{\beta_{l_{j}}}\right)}{\prod_{j^{\prime} \in\left\{j, N_{j}\right\}\left(x_{i}, y_{i}\right) \in P_{j^{\prime}}} \frac{1}{\Gamma\left(\alpha_{\left.l_{j}\right)}\right.} \beta_{l_{j}}^{-\alpha_{l_{j}}} Z_{i}^{\alpha_{l_{j}}-1} \exp \left(-\frac{Z_{i}}{\beta_{l_{j}}}\right)}\right\} . \tag{17}
\end{align*}
$$

Move 4: birth or death of generating points. Suppose that the current number of generating points is $m$, and let the probabilities of proposing a birth or death operation be $b_{m}$ or $d_{m}$, respectively. Consider a birth operation that increases the number of generating points from $m$ to $m+1$, and assume that the new gen-
erating point is identified with $m+1$ and its location $\left(u_{m+1}, v_{m+1}\right)$ is uniformly drawn from $D$. Let the polygon induced by $\left(u_{m+1}, v_{m+1}\right)$ be $P_{m+1}$ and its label $l_{m+1}$ is uniformly drawn from $\{1, \ldots, k\}$. The set of labels of $P_{m+1}$ 's neighbor polygons is $N_{m+1}=\left\{j^{\prime} ; P_{j^{\prime}} \sim P_{m+1}\right\}$. The Voronoi tessellation is modified by adding the proposed generating point from $\boldsymbol{P}=\left\{P_{1}, \ldots, P_{j^{\prime}}, \ldots, P_{m}\right\}$ to $\boldsymbol{P}^{*}=$ $\left\{P_{1}, \ldots, P_{j^{\prime}}^{*}, \ldots, P_{m}, P_{m+1}\right\}$, where $j^{\prime} \in N_{m+1}$.
It is evident that the birth or death of a generating point does not affect the gamma distribution parameters in $\boldsymbol{\theta}$. As a result, the parameter vector for the birth operation becomes $\boldsymbol{\Theta}^{*}=\left(k, m+1, \boldsymbol{L}^{*}, \boldsymbol{G}^{*}, \boldsymbol{\theta}\right)$, where $\boldsymbol{G}^{*}=$ $\left(\left(u_{1}, v_{1}\right), \ldots,\left(u_{m}, v_{m}\right),\left(u_{m+1}, v_{m+1}\right)\right)$, and $\boldsymbol{L}^{*}=\left(L_{1}, \ldots\right.$, $\left.L_{m}, L_{m+1}\right)$. The acceptance probability for the birth operation can be written as

$$
\begin{equation*}
\alpha_{b}\left(\boldsymbol{\Theta}, \boldsymbol{\Theta}^{*}\right)=\min \left\{1, R_{b}\right\} \tag{18}
\end{equation*}
$$

where

$$
\begin{array}{r}
R_{b}=\frac{p\left(\boldsymbol{Z} \mid m+1, \boldsymbol{L}^{*}, \boldsymbol{G}^{*}, \boldsymbol{\theta}\right) p(m+1) p\left(\boldsymbol{G}^{*} \mid m+1\right)}{p(\boldsymbol{Z} \mid m, \boldsymbol{L}, \boldsymbol{G}, \boldsymbol{\theta}) p(m) p\left(\boldsymbol{G}^{*} \mid m+1\right)} \\
\times \frac{p\left(\boldsymbol{L}^{*} \mid m+1\right) r_{b_{m}}\left(\boldsymbol{\Theta}^{*}\right)}{p(\boldsymbol{L} \mid m) r_{d_{m+1}}(\boldsymbol{\Theta}) q(\boldsymbol{s})}\left|\frac{\partial\left(\boldsymbol{\Theta}^{*}\right)}{\partial(\boldsymbol{\Theta}, \boldsymbol{s})}\right| \tag{19}
\end{array}
$$

where $r_{b m}=b_{m}, r_{d m+1}=d_{m+1} /(m+1), s=l_{m+1}$, and the other terms in (19) can be expressed as

$$
\begin{align*}
& \frac{p\left(\boldsymbol{Z} \mid m+1, \boldsymbol{L}^{*}, \boldsymbol{G}^{*}, \boldsymbol{\theta}\right)}{p(\boldsymbol{Z} \mid m, \boldsymbol{L}, \boldsymbol{G}, \boldsymbol{\theta})} \\
& \quad=\frac{\prod_{j \in\left\{m+1, N_{m+1}\right\}} \prod_{\left(x_{i}, y_{i}\right) \in P_{j}} \frac{1}{\Gamma\left(\alpha_{l_{j}}\right)} \beta_{l_{j}^{*}}^{-\alpha_{l_{j}^{*}}} Z_{i}^{\alpha_{l_{j}^{*}-1}} \exp \left(-\frac{Z_{i}}{\beta_{l_{j}}}\right)}{\prod_{j \in N_{m+1}} \prod_{\left(x_{i}, y_{i}\right) \in P_{j}} \frac{1}{\Gamma\left(\alpha_{l_{j}}\right)} \beta_{l_{j}}^{-\alpha_{l_{j}}} Z_{i}^{\alpha_{l_{j}}-1} \exp \left(-\frac{Z_{i}}{\beta_{l_{j}}}\right)} \tag{20}
\end{align*}
$$

$$
\frac{p\left(\boldsymbol{L}^{*} \mid m+1\right)}{p(\boldsymbol{L} \mid m)}
$$

$$
\frac{p(m+1)}{p(m)}
$$

$$
\begin{align*}
& =\frac{\lambda}{m+1} ; \quad \frac{p\left(\boldsymbol{G}^{*} \mid m+1\right)}{p(\boldsymbol{G} \mid m)} \\
& =\frac{1}{|D|} ; \quad\left|\frac{\partial\left(\boldsymbol{\Theta}^{*}\right)}{\partial(\boldsymbol{\Theta}, \boldsymbol{s})}\right|=1 ; \quad q(\boldsymbol{s})=\frac{1}{k} \tag{22}
\end{align*}
$$



Fig. 1. Satellite SAR images used for testing the proposed algorithm.
The acceptance probability for the death of generating point is given by

$$
\begin{equation*}
\alpha_{d}\left(\boldsymbol{\Theta}, \boldsymbol{\Theta}^{*}\right)=\min \left\{1, R_{d}\right\} \quad \text { and } \quad R_{d}=R_{b}^{-1} \tag{23}
\end{equation*}
$$

For any given proposal with acceptance probability $\alpha$, it is accepted if and only if $\alpha \geq \eta$, where $\eta$ is uniformly drawn from $[0,1]$, i.e., $\eta \sim U(0,1)$.

## E. Optimization for Segmentation

Assume that a set of approximate and dependent samples $\left\{\boldsymbol{\Theta}^{(t)}, t=1, \ldots, T_{m}\right\}$, where $T_{m}$ is the number of predefined iterations, is drawn from the joint pdf $p(\boldsymbol{\Theta} \mid \boldsymbol{Z})$ by the RJMCMC scheme. The MAP estimation [31] is used to obtain optimal parameters defined in the joint pdf. The optimal segmentation represented by the label field $L_{\text {MAP }}$ under the MAP estimate can be written as

$$
\begin{equation*}
\boldsymbol{L}_{\mathrm{MAP}}=\arg \max \{p(m, \boldsymbol{L}, \boldsymbol{G}, \boldsymbol{\theta} \mid \mathbf{z})\} . \tag{24}
\end{equation*}
$$

## III. Experimental Results and Discussion

The proposed algorithm is tested with three real Radarsat-1/2 SAR images. In addition, a simulated SAR image is also used to quantitatively evaluate the proposed algorithm.

## A. Real SAR Imagery

Fig. 1 shows three real Radarsat-1/2 SAR images with dimensions of $256 \times 256$ pixels. Among them, part (a) presents a Radarsat-2 standard mode image with HV polarization and spatial resolution of 25 m , which covers part of Stanley Park, Vancouver, British Columbia, Canada, including urban area (white), forest (gray), and waters (black); and part (b) shows a Radarsat-1 image of a coastal scene with VV polarization and spatial resolution of 30 m . Visually, both of them include three homogeneous regions. Part (c) also presents a Radarsat-1 4-look image with VV polarization and spatial resolution of 50 m , which reveals four types of sea ice structures in Ungava Bay, Quebec, Canada. In the remainder of this paper, we use a, b, and c indicate the test images shown in Fig. 1(a)-(c), and $1,2,3$, and 4 denote the homogenous regions in the decreasing order of their means in each test image.

The constants used for testing the proposed segmentation algorithm are listed in Table I.

The constant $c$ is the coefficient for characterizing the dependence of neighbor polygons in the improved Potts model defined in (5), in which the conditional probability of the label

TABLE I
Constant Used to Test the Proposed Algorithm

| Image | c | $\xi$ | $\kappa$ | $\omega$ | $\gamma$ | $\lambda$ | $\mathcal{E}_{\alpha}$ | $\varepsilon_{\beta}$ | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a | 1 | 4 | 0.5 | 32 | 4 | 96 | 0.5 | 1 | 3 |
| b |  |  |  |  |  |  |  |  | 3 |
| c |  |  |  |  |  |  |  |  | 4 |


(a1)

(a2)

(b1)

(b2)

(c1)

(c2)

Fig. 2. Results of final partition (a1)-(c1) and optimal segmentation (a2)-(c2).
for a polygon is a monotonic function of $c$. Depending on the labels for the polygon and its neighbor polygons, the function would be monotone increasing or decreasing with $c$. From a number of experiments, the interval [0.5, 1.5] for the constant $c$ is recommended. In this experiment, the constant $c$ is set to be 1 . The constants $\xi$ and $\omega$ are the means of shape parameter $\alpha$ and scale parameter $\beta$ of the gamma distributions in (2) and (3), respectively, i.e., $\xi=\mathrm{E}(\alpha)$ and $\omega=\mathrm{E}(\beta)$, where $\mathrm{E}(\cdot)$ is the mean operator. Given a multilook SAR image in which the intensities of pixels are characterized by gamma distribution, the shape parameter $\alpha$ is equal to the number of its looks. In this paper, since $\alpha$ is considered as a random variable, the value $\xi$ is set as the number of looks. For a gamma distribution with shape parameter $\alpha$ and scale parameter $\beta$, the product of the two parameters $\alpha \cdot \beta$ is equal to its mean. Then, the value $\xi \cdot \omega=\mathrm{E}(\alpha) \mathrm{E}(\beta)=\mathrm{E}(\alpha \cdot \beta)$ (the last equation is true, since $\alpha$ and $\beta$ are independent) is taken $128=256 / 2$ (i.e., the midpoint of 256 gray levels) since the pixel intensities in a grayscale image vary in the range of 0 and 255 . The constant $\lambda$ is the mean of a Poisson distribution from which the number of generating point $m$ is drawn. In a certain range, the value of $\lambda$ does not affect the segmentation results. The constants $\varepsilon_{\alpha}$ and $\varepsilon_{\beta}$ are the proposal variances for $\alpha$ and $\beta$, respectively, which affect the sampling and convergence of the algorithm under the Markov chain Monte Carlo scheme [26]. It was suggested in [32] to choose the proposal variances so that the acceptance probability lies in the interval (0.3-0.7). However, we have found that the proposal variances causing the acceptance probability of around 0.1 still make the algorithm work well. For simplicity, the number of homogeneous regions $k$ for the scene presented in a SAR image is determined by manual inspection a priori. In practice, selecting the number is not very reliable as it depends on the experience of human operators and is sometimes impossible since the ground true is always

TABLE II
Estimated Parameters

| Image | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{4}$ | $\beta_{1}$ | $\beta_{2}$ | $\beta_{3}$ | $\beta_{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a | 3.5 | 5.7 | 12.7 | - | 40.7 | 11.7 | 2.0 | - |
| b | 10.7 | 10.2 | 17.8 | - | 6.0 | 16.3 | 11.9 | - |
| c | 4.2 | 4.5 | 5.6 | 6.2 | 13.9 | 16.5 | 16.5 | 19.1 |



Fig. 3. Histograms and gamma distributions with estimated parameters of segmented regions (1, 2, 3, and 4) in test image Fig. 1(c).
unknown in advance. Therefore, an algorithm for automatically identifying the number of homogenous regions is necessary.

The initial partitions of image domain $D$ are carried out by Voronoi tessellation, in which the number of generating points $m_{0}$ is drawn from the Poisson distribution with the mean of 96 , and the locations of $m_{0}$ generating points are uniformly drawn from $D$. The initial segmentation is performed by randomly assigning a label to each polygon in the initial partition of $D$ from the Bernoulli distribution with probabilities $p_{j}=1 / k$, where $j=\{1, \ldots, m\}$, and $k$ is the number of homogeneous regions in each test image. We found that there is no notable impact of the initial segmentation on the final segmentation. Fig. 2(a1), (b1), and (c1) shows the results of the final partitions of $D$ with 146, 140, and 104 polygons, respectively. Fig. 2(a2), (b2), and (c2) shows the results of the optimal segmentation in terms of the MAP estimation after all iterations obtained at the 7997th, 3978th, and 3984th out of a total of 4000 iterations, respectively, where the tone of each region is represented by its estimated mean.

Table II summarizes estimated shape parameters $\alpha_{1, \ldots, k}$ and scale parameters $\beta_{1, \ldots, k}$ for the gamma distributions corresponding to the segmented homogenous regions.

Figs. 3 and 4 shows the histogram of intensities and gamma distributions with the estimated shape and scale parameters
of the segmented homogeneous regions for test images (a) and (b) in Fig. 4 and for test image (c) in Fig. 3. As shown in Fig. 4(a1) and (b1), the curves of gamma distributions for regions with maximum estimated means do not fit their histograms well. As shown in Fig. 1(a) and (b), there are many light pixels in these regions, which make the distributions of intensities in the regions out of gamma distributions. Nevertheless, our algorithm still accurately identifies these regions. In other cases, the histograms match the gamma distributions well.

For a visual assessment of whether the result is accurate, the outlines of the segmented homogeneous regions are delineated and then overlaid on the original images. As shown in Fig. 5, the delineated outlines match those of the real homogenous regions quite well.

## B. Simulated SAR Imagery

Fig. 6 shows a simulated SAR image, which is generated based on the partition of a domain, as shown in Fig. 6(a). In the simulated image in Fig. 6(b), the intensity values for pixels in each homogeneous region are drawn from gamma distributions with shape parameters equal to 3,4 , and 5 , and the scale parameters equal to 24,32 , and 40 , respectively.


Fig. 4. Histograms and gamma distributions with estimated parameters of segmented regions (1, 2, and 3) in test images in Fig. 1(a) and (b).


Fig. 5. Delineated outlines (a1)-(c1) and overlaid on test images (a2)-(c2).


Fig. 6. (a) Partition of domain. (b) Simulated SAR image.
In the experiment using the simulated image, the constants used in our algorithm are the same as those listed in Table I. Fig. 7 shows the changes of the shape and scale parameters during 4000 iterations and reveals that the estimated parameters finally converge their stable values.


Fig. 7. Changes of estimated (a) shape parameters and (b) scale parameters during 4000 iterations.

TABLE III
Estimated Model Parameters and Errors

|  | C1 | C2 | C3 |
| :---: | :---: | :---: | :---: |
| $\alpha$ | 5.12 | 4.20 | 2.93 |
| $e_{\alpha}(\%)$ | 2.35 | 5.00 | 2.32 |
| $\beta$ | 24.71 | 29.90 | 38.53 |
| $e \beta(\%)$ | 3.66 | 6.55 | 2.95 |

Table III gives the estimation values of the shape parameters ( $\alpha$ 's) and scale parameters ( $\beta$ 's) and their percentage error ( $e_{\alpha}$ and $e_{\beta}$ ), respectively. In Table III, the minimum accuracy of those estimated parameters is larger than $93 \% ~(\approx 100-6.55)$. It can be concluded that the estimated values of the shape and scale parameters are close to their real values.

Fig. 8 shows the histograms and gamma distributions with the real and estimated parameters. It can be seen that the histograms and distributions of pixel intensities for each homogeneous region match very well.

Our algorithm was developed using MATLAB running on a DELL Optiple GX 745 computer. The average time spent by one iteration was around 3.6 s , in which all four moves are accepted. As a result, the average computation time for 4000 iterations was about 240 min . The computation burdens for updating the model parameter, updating the label, moving the generating point, and the birth and death of polygon account for $5 \%, 20 \%, 35 \%$, and $40 \%$, respectively, since the operations in the experiment for Voronoi tessellation and finding neighbor polygons are time consuming.
In this paper, two assessment schemes are carried out for quantitative evaluation, i.e., the statistical-measure-based scheme [33] and the buffer-zone-based scheme [34]. In the statistical-measure-based scheme, some common measures are used for accuracy assessment, including producer's accuracy, user's accuracy, overall accuracy, and Kappa coefficient [33]. Table IV presents an error matrix, where C1, C2, and C3 indicate the homogenous regions, and $\Sigma \mathrm{Cr}$ and $\Sigma \mathrm{Cs}$ are the row and column totals. According to this error matrix, the producer's accuracy, the user's accuracy, the overall accuracy, and the

Kappa coefficient [33] are calculated. In the worst case, the producer's accuracy of $97.36 \%$ of real pixels ( 7478 out of 7681 ) in the lightest block on the bottom of the simulated image is correctly segmented. The algorithm incorrectly omitted $2.64 \%$ of pixels (203 out of 7681) in the worst case. Correspondingly, the user's accuracy of $97.84 \%$ of pixels ( 7478 out of 7560 ) segmented in the same region are correctly identified, and only $2.16 \%$ of pixels ( 401 out of 7560 ) are incorrectly segmented to other homogenous regions. In a similar way, the segmented results for the other homogeneous regions in the simulated image can be evaluated. As a conclusion, the high segmentation accuracy is anticipated when the proposed algorithm is applied. The overall accuracy is $98.28 \%$, and the Kappa coefficient for the segmented result is up to 0.968 . According to the general interpretation rules for thematic accuracy assessment, the Kappa coefficients $0.81-1.00$ can be interpreted as almost perfect [35].

Another scheme for the accuracy assessment of the proposed algorithm is based on the degree to which the delineated or extracted outlines of the segmented homogeneous regions match their alternatives delineating the real regions, which is measured by the count of pixels of the extracted outlines laying on the buffer zone around the real outlines of the homogenous regions [34]. Fig. 9 shows the extracted outlines (black) of the segmented homogenous regions lying in the buffer zone (gray) with 4-pixel width around the real outlines at each side. It can clearly be seen that almost all of the extracted outlines of the segmented regions lay within the buffer zone.

Table V presents the percentage of extracted outlines on each buffer layer, where $B_{0}$ denotes the percentage of extracted outlines of the segmented homogenous region exactly matching the real outlines. The $B_{i}$ 's, where $i=1,2,3,4$, represent the percentages of extracted outlines of the segmented homogenous regions lying on the $i$ th buffer layer of the real outlines. Table V also shows the accumulated $\Sigma_{i}=B_{0}+B_{1}+\cdots+B_{i}$. Over $80 \%$ of the extracted outlines of the segmented homogenous regions are within the buffer zone with one pixel width around the real outlines, and almost all the extracted outlines (around


Fig. 8. Histogram and curves of gamma distributions with real and estimated model parameters.

TABLE IV
Error Matrix

|  | $\mathrm{C}_{1}$ | $\mathrm{C}_{2}$ | $\mathrm{C}_{3}$ | $\sum \mathrm{C}_{r}$. |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{C}_{1}$ | 7478 | 401 | 0 | 7560 |
| $\mathrm{C}_{2}$ | 203 | 38759 | 477 | 39439 |
| $\mathrm{C}_{3}$ | 0 | 82 | 18136 | 18537 |
| $\Sigma \mathrm{C}_{. s}$ | 7681 | 39242 | 18613 | 65536 |



Fig. 9. Extracted outlines overlaid on the buffer zones around the outlines of real regions.

TABLE V
Percents of the Extracted Outlines on Each Buffer Layer

| $B_{0}(\%)$ | $B_{1} / \Sigma_{1}(\%)$ | $B_{2} / \Sigma_{2}(\%)$ | $\mathrm{B}_{3} / \Sigma_{3}(\%)$ | $\mathrm{B}_{4} / \Sigma_{4}(\%)$ |
| :--- | :---: | :---: | :---: | :---: |
| 43.97 | $44.08 / 87.05$ | $9.64 / 96.68$ | $2.76 / 99.45$ | $0.55 / 100.0$ <br> 0 |

$99 \%$ ) are on the buffer zone with 4 pixels in width around the real outlines.

## IV. Conclusion

The segmentation of satellite SAR intensity imagery is a very challenging task due to the speckle effect. This paper has presented a new segmentation approach based on Voronoi tessellation, the Bayesian inference, and the RJMCMC algorithms. The approach has been evaluated based on extensive experiments using both real Radarsat- $1 / 2$ and simulated SAR images. The experimental results show the efficiency of the proposed segmentation approach.

In this paper, the number of homogenous regions existing in SAR imagery is assumed to be known a priori. Unfortunately, it
is difficult to specify a desired number for homogenous regions a priori. In the future work, the number will be considered as a variable. There are two major issues for developing such algorithms: 1) the simulation scheme and 2) label switching. The RJMCMC algorithm [30] is an ideal solution to the simulation scheme because of its ability and flexibility in simultaneously performing model selection and parameter estimation. For the variable number, the numerical labeling of the homogenous regions is arbitrary. For example, the region labeled 1 at a certain point in a time will usually represent a completely different region at a later time. To overcome this problem, some algorithms have been proposed, e.g., ordering the labels in the relative order of the means or variables was considered [36]. A relabeling algorithm using decision theory was proposed [37]. It is also well known that the distribution of homogenous regions in a multilook SAR image can be characterized by gamma, Gaussian, or $K$ distributions. Therefore, it is necessary to investigate SAR image segmentation using those distributions in future work.
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