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Semiautomated Building Facade Footprint Extraction
From Mobile LiDAR Point Clouds

Bisheng Yang, Zheng Wei, Qingquan Li, and Jonathan Li

Abstract—This letter presents a novel method for automated
footprint extraction of building facades from mobile LiDAR point
clouds. The proposed method first generates the georeferenced
feature image of a mobile LiDAR point cloud and then uses image
segmentation to extract contour areas which contain facade points
of buildings, points of trees, and points of other objects in the
georeferenced feature image. After all the points in each contour
area are extracted, a classification based on principal component
analysis (PCA) method is adopted to identify building objects from
point clouds extracted in contour areas. Then, all the points in
a building object are segmented into different planes using the
random sample consensus algorithm. For each building, points in
facade planes are chosen to calculate the direction, the start point,
and the end point of the facade footprints using PCA. Finally,
footprints of different facades of building are refined, harmonized,
and joined. Two data sets of downtown areas and one data set of
a residential area captured by Optech’s LYNX mobile mapping
system were tested to verify the validities of the proposed method.
Experimental results show that the proposed method provides a
promising and valid solution for automatically extracting building
facade footprints from mobile LiDAR point clouds.

Index Terms—Building facades, footprint extraction, mobile
LiDAR.

I. INTRODUCTION

AUTOMATIC building extraction and 3-D reconstruction
in urban areas have recently been a hot topic in the

field of photogrammetry and computer vision. The need for
detailed 3-D information about buildings continues to increase
steadily. Generally, 2-D outlines or footprints of buildings must
be extracted before a volumetric building representation can
be constructed. The extracted building footprints constitute an
invaluable data source for map updating, 3-D reconstruction,
and change detection. Many efforts have been made to address
this problem, for instance, by integrating multiple data sources
including remote-sensing images [1]–[4] and airborne, mo-
bile, and terrestrial LiDAR data [5], [6] for building footprint
extraction.
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In recent years, airborne LiDAR data have been widely used
to extract building footprints or outlines [7]–[9]. The methods
for extracting building footprints from airborne LiDAR data
usually consist of two steps: coarse footprint extraction and
footprint refinement. Other methods include an object-based
strategy for extraction of building footprints [10], [11]. How-
ever, this method is very time consuming.

To extract building footprints from mobile or terrestrial
LiDAR data, vertical walls or facade surfaces are first ex-
tracted to represent the building footprints. Hammoudi et al.
[12], [13] presented an approach for automatic extraction of
building footprints and planar clusters of street facades using
mobile LiDAR data in urban environment. This approach works
well for extracting facade outlines. However, it may have
difficulties in individualizing aligned and joined street facades
(i.e., coplanar dwelling facades) without prior knowledge.
Rutzinger et al. [14] combined mobile and airborne LiDAR
data to extract vertical walls automatically to form building
footprints, using region-growing segmentation. This method
requires the 3-D Hough transform for finding the seed surface
for region growing, which is a drawback when dealing with
mobile LiDAR data over large areas.

Unlike airborne LiDAR data, mobile and terrestrial LiDAR
data provide much more detailed information about building
facades, which leads to great potential for footprint extraction
and building reconstruction at the street level. Although [14]
presented a preliminary analysis of the automated extraction of
building walls from mobile LiDAR data, approaches for effi-
ciently extracting building footprints from mobile LiDAR data
still need to be developed. On the one hand, huge data volumes,
redundancy, and occlusion affect the efficiency and potential
for automation of mobile LiDAR data processing. On the other
hand, the nonuniqueness of the correspondence between the
(X,Y )-coordinates and the Z-coordinates of points makes it
difficult to extract objects without ancillary information such as
scan lines or imagery.

This letter proposes a coarse-to-fine approach which auto-
matically and effectively extracts building facades from mo-
bile LiDAR point clouds in urban environment. The proposed
method involves generation of georeferenced feature images of
mobile LiDAR point clouds, image processing of the generated
georeferenced feature images, identification of building objects,
coarse extraction of facades, and refinement of these facades.
Fig. 1 elaborates the framework of the proposed method.

II. GENERATING GEOREFERENCED FEATURE

IMAGES FROM MOBILE LIDAR DATA

It is fairly difficult to extract building footprints directly
from mobile LiDAR point clouds because of noise (e.g., flying
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Fig. 1. Framework of the proposed method.

Fig. 2. Segmentation and contour extraction of a georeferenced feature image.
(a) Original image. (b) Segmented image. (c) Extracted contours.

bird point) in the data, the huge volume of the data, and the
absence of explicit or ancillary data (e.g., image intensities).
Yang et al. [15] present a method for automated extraction of
street-scene objects from mobile LiDAR point clouds. The pro-
posed method first generates the georeferenced feature image of
mobile LiDAR point clouds and then extracts the boundaries
of street-scene objects (e.g., buildings) by applying the method
of image segmentation and contour tracing on the georefer-
enced feature image generated. Yang et al. [15] also provided a
comprehensive discussion of parameter selection for generation
of georeferenced feature images for different purposes (e.g.,
building extraction and power-line extraction). The method
proposed in [15] was adopted to generate a georeferenced
feature image of mobile LiDAR point clouds. Fig. 2(a) shows a
georeferenced feature image generated by the method in [15].

A. Segmentation of the Georeferenced Feature Image

In the generated georeferenced feature image, points of
greater height have larger gray values. This means that areas
with buildings and trees have larger gray values than other
areas like roads. To determine two pixel classes from the
generated georeferenced feature image, discrete discriminant
analysis [16] was used to determine the gray-value threshold
automatically because of its robustness. Fig. 2(b) shows a
classification result by discrete discriminant analysis.

Fig. 3. Different objects and the corresponding eigenvalues. (a) Tree and
its eigenvalues. (b) Multistorey building and its eigenvalues. (c) Residential
building and its eigenvalues.

B. Contour Extraction of Man-Made Objects

To preserve the completeness of object boundaries, a binary
morphological dilation using a (e.g., 2 × 2, or 3 × 3, or 5 × 5)
square structuring element is first performed on the segmented
feature image. Because this work involves a segmented binary
feature image (the background is black), contour extraction is
carried out in a simple way. A pixel is changed to white if it
is a black pixel, and its eight neighbor pixels are black as well.
In this way, black pixels whose eight neighbor pixels are not
all black will be labeled as boundary pixels. To trace contours,
the contour-tracing algorithm proposed in [17] was used to
identify each contour as a sequence of edge points. Fig. 2(c)
shows the result of contour extraction of man-made objects in
the segmented feature image.

III. COARSE FACADE FOOTPRINT EXTRACTION

Once the contours of man-made objects have been extracted,
the spatial extent of each object can easily be calculated. Then,
the point clouds corresponding to each object can be extracted
from the mobile LiDAR point clouds according to the spatial
extent calculated. As the extracted objects from contours could
be buildings or trees, the building objects should first be isolated
for extracting facade footprints.

A. Identification of Building Objects

It is difficult to directly distinguish between buildings and
trees by gray values in the segmented georeferenced feature
image. However, points of buildings and trees show notable
differences on spatial distributions in 3-D space. Generally,
points of a tree have more obvious distribution in Z-direction
than X- or Y -direction [Fig. 3(a)]. However, this characteristic
of points may not be applied to buildings because of the
different height of buildings in downtown area and buildings
in residential area. There is a great disparity between the
heights of a multistorey building and of a tree [Fig. 3(b)]. For
a residential building, the obvious distribution represents on
X- or Y -direction rather than Z-direction [Fig. 3(c)]. Also, the
mean area of the profiles in the Z-direction of a tree is usually
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much smaller than that of a building. Hence, the eigenvalue
analysis based on the PCA method and the profile analysis
in Z-direction of the man-made object points are jointly
performed to identify the two classes of building objects, i.e.,
multistorey building and residential building.

To calculate the eigenvalues of an object, the X-, Y -, and
Z-coordinates of points belonging to an object are used to
construct a covariance matrix C(3∗3), which is calculated by

C =

n∑

i=1

(Pi − Pcenter)
T × (Pi − Pcenter) (1)

where n is the number of points of the object and the
Pi(1 < i < n) denotes the points belonging to the object.
Pcenter (XPcenter

, YPcenter
, ZPcenter

) is the 3-D center point of
the object points {Pi}, which is calculated by

XPcenter
=

1

n

n∑

i=1

XPi
YPcenter

=
1

n

n∑

i=1

YPi

ZPcenter
=

1

n

n∑

i=1

ZPi
. (2)

The corresponding eigenvalues (λX , λY , and λZ) of the
covariance matrix C can then be calculated (as shown in Fig. 3).
According to PCA theory, the three eigenvalues correspond
to the characteristics of the whole points in X-, Y -, and Z-
directions, respectively.

Generally, the perimeter of tree crown is larger compared
with that of tree trunk. The perimeters of building at different
heights usually remain at a constant value. In addition, the
mean perimeter of a building at Z-direction is usually much
larger than that of a tree. Hence, buildings and trees show
different profiles at Z-direction. Given an unknown object with
points, the area of a profile at a specified height (Api) can be
calculated with all the points lying in the profile at Z-direction.
These areas of profiles at different heights are used to compute
the mean value (μA) of profile areas at Z-direction, which is
calculated by

μA =

Np∑

i=1

Api/Np (3)

where Np is the number of profiles of the object at Z-direction.
Therefore, a threshold of μA can be set to distinguish buildings
and trees. Hence, the following rules are defined for classifying
building and tree objects by integrating profile analysis in
Z-direction and eigenvalue comparison:

Trees :

(λZ = max(λX , λY , λZ))

(λZ −min(λX , λY , λZ) < TH) and (μA < TA)

Multistorey buildings :

(λZ = max(λX , λY , λZ))

(λZ −min(λX , λY , λZ) > TH) and (μA > TA)

Residential buildings :

(λX = max(λX , λY , λZ)) and (μA > TA)

or (λY = max(λX , λY , λZ)) and (μA > TA)

where TH is the threshold of the difference between the max-
imum eigenvalue and the minimum eigenvalue and TA is the
threshold of the mean value (μA) of profile areas in Z-direction.
For instance, if the eigenvalue λZ of an object is the highest
value of (λX , λY , λZ), λZ and μA meet the aforementioned
conditions of TH and TA in the meantime; the object is a
multistorey building.

B. Facade Plane Detection of Building Objects

Given a threshold (Tnum) on the minimum number of points
and a normal direction for each facade, the facades of a building
can be detected using the RANSAC algorithm [18]. For each
detected facade plane, the points with distances to the facade
plane less than a specified threshold dmax will be classified
into it. Once the points belonging to each facade plane have
been determined, the direction, start point, and end point of the
facade footprint can be calculated.

C. Facade Footprint Determination Using PCA

To calculate the direction of the detected facade, the X-
and Y -coordinates of points belonging to a facade are used to
construct a covariance matrix C1 (2

∗2), which can be calculated
as follows:

C1 =

n∑

i=1

(Qi −Qcenter)
T × (Qi −Qcenter) (4)

where n is the number of points in the facade and the
Qi (1 < i < n) denotes the points belonging to the facade.
Qcenter (XQcenter

, YQcenter
) is the 2-D center point of the facade

points {Qi}, which is calculated by

XQcenter
=

1

n

n∑

i=1

XQi
YQcenter

=
1

n

n∑

i=1

YQi
. (5)

The corresponding eigenvalues (λ1 and λ2) and eigenvec-
tors (V1 and V2) of the covariance matrix C1 can then be
calculated. The eigenvector Vd corresponding to the larger
eigenvalue is the direction of the facade footprint according to
PCA theory.

Because Qcenter has been determined, the 2-D distances
between Qcenter and the points located at the left and right sides
of Qcenter can be calculated. The points on the left and right
sides of Qcenter with the maximum distance to Qcenter will be
identified as the start and end points of the facade footprint.
The Z-coordinates of the start and the end points are assigned
by the lowest Z-coordinate of points in the facade plane. Once
the direction, the start point, and the end point of the facade
footprint have been determined, the coarse facade footprint can
be obtained.

IV. REFINEMENT AND HARMONIZATION

OF BUILDING FACADE FOOTPRINTS

On the one hand, the RANSAC-based facade extraction
method may lead to redundant facades because of the thresholds
of Tnum and dmax. Due to the mathematical principle of the
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RANSAC algorithm [18], the detected plane varies with the
thresholds of Tnum and dmax. On the other hand, complex
protrusions or ornaments on building facades can also lead to
redundant footprints for a single facade. Hence, it is necessary
to eliminate redundant footprints before refining the extracted
facade footprints.

A. Elimination of Redundant Facade Footprints

To eliminate redundant facade footprints, the extracted foot-
prints for each building are first classified into different groups
using a search of neighboring regions. This search first gen-
erates a buffer with a certain width (e.g., three pixels) for the
footprint of each building. Suppose that one footprint falls in
the buffer area of another footprint. Moreover, suppose that the
difference between the slopes of the two footprints is less than a
threshold (e.g., 5◦). These two footprints are then classified into
a single group. Using this search of neighboring regions, all the
extracted footprints can be classified into groups. Suppose that
a group contains more than one footprint. The redundant foot-
prints should then be removed. To remove redundant footprints,
the length and slope of each footprint in the classification group
Gj are calculated. Second, the main direction of classification
group Gj , which is the average slope of the footprints in the
group, is calculated. The footprint with the maximum length
and the minimum angle between the footprint and the main
direction is kept, and the other footprints are removed. Thus, the
footprints for different facades can be obtained after redundant
footprints have been removed.

B. Harmonization of Building Facade Footprints

The extracted facade footprints of one building may be
disjoint because of occlusion or incomplete extraction. The
facade footprints of a single building should be connected to
each other. To connect disjoint footprints, a virtual intersection
vertex is generated according to the interrelationships among
the footprints of the building. The extracted footprints can thus
be connected and harmonized.

V. RESULTS

Three data sets of downtown and residential areas captured
by the LYNX mobile mapping system were selected to verify
the validities of the proposed method. The spatial span of the
captured point clouds is approximately 1–5 cm. The numbers
of points in data sets testdata-1, testdata-2, and testdata-3 are
8 318 968, 10 447 105, and 8 139 726, respectively. The spatial
extents of the data sets are approximately 410 m ∗ 560 m,
550 m ∗ 750 m, and 400 m ∗ 350 m, respectively. Fig. 4 shows
an overview of testdata-1, testdata-2, and testdata-3.

A. Identification of Building Objects

There are 30, 35, and 53 man-made object contours extracted
in the three data sets, respectively. To identify building objects,
the points located in each contour extracted were analyzed
according to eigenvalue analysis and profile analysis in Z-
direction described in Section III-A. In our study, the thresholds

Fig. 4. Overview of the three data sets. (a) Testdata-1. (b) Testdata-2.
(c) Testdata-3.

TABLE I
RESULTS OF BUILDING IDENTIFICATION FOR THE THREE DATA SETS

Fig. 5. Facade footprint extraction of a complex building. (a) Point cloud of
the building. (b) Facade segmentation result. (c) Coarse level of footprints.
(d) Eliminating redundant footprints. (e) Refining footprints. (f) Matching
extracted footprints.

of the parameters of TH and TA were specified as 30.0 and 20.0,
respectively. The building identification results of the three data
sets are listed in Table I.

B. Facade Footprint Extraction Results

Fig. 5 shows the procedure of facade footprint extraction
of a complicated building. It can be seen that the building
has complex facades with obvious protrusions. Fig. 5(a) and
(b) shows the extracted points and facades, respectively. The
extracted facades were dotted with different colors. It can be
seen that the RANSAC method works properly. As shown in
Fig. 5(b), redundant facade planes were detected which led to
redundant footprints as shown in Fig. 5(c). On the other hand,
it can be seen from Fig. 5(c)–(e) that the method described
in Section IV correctly extracted the coarser footprints and
refined the extracted footprints properly. This was demonstrated
by matching the refined footprints with the original points as
shown in Fig. 5(f). Fig. 6 shows the refined building facade
footprints extracted from testdata-3.
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Fig. 6. Extraction of facade footprints for testdata-3. (a) Refined footprints.
(b) Matching extracted facade footprints and original point clouds.

VI. CONCLUSION

Automated extraction of meaningful features from mobile
LiDAR data is still a challenging task, although extensive
efforts have been made in this area. Compared with the capture
of mobile LiDAR data, which is straightforward, the processing
of these data urgently requires powerful and effective solutions
for purposes such as emergency mapping, feature extraction,
data fusion, and 3-D reconstruction. This letter has proposed
an automated method for extracting building facade footprints
from mobile LiDAR data. The proposed method first generates
a georeferenced feature image from the mobile LiDAR data,
thus transforming the problem of understanding point clouds
into that of understanding images. Then, the method uses image
processing, the RANSAC algorithm, and PCA to extract coarse
facade footprints. Finally, the extracted facade footprints are
refined using the interrelationships of the footprints belonging
to each building. Three data sets captured by the LYNX mobile
mapping system were selected to verify the validities of the
proposed method. The results achieved appear encouraging and
demonstrate that the proposed method provides an effective
solution for extracting building facade footprints from mobile
LiDAR data. The extracted facade footprints are not only ben-
eficial for facade reconstruction but are also meaningful for the
segmentation of building point clouds. Moreover, the proposed
method provides a new solution for mapping and understanding
mobile LiDAR point clouds.

Some issues remain to be addressed in future research. Re-
flection intensities of point clouds and associated imagery will

be incorporated for better point-cloud mapping and understand-
ing, which will improve the extraction of facade footprints. The
footprint extraction of buildings which have cylindrical facades
and even more complex structures still needs further study.
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