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Abstract—This paper presents a spatial-related traffic sign in-
spection process for sign type, position, and placement using
mobile laser scanning (MLS) data acquired by a RIEGL VMX-450
system and presents its potential for traffic sign inventory appli-
cations. First, the paper describes an algorithm for traffic sign
detection in complicated road scenes based on the retroreflectivity
properties of traffic signs in MLS point clouds. Then, a point
cloud-to-image registration process is proposed to project the
traffic sign point clouds onto a 2-D image plane. Third, based
on the extracted traffic sign points, we propose a traffic sign
position and placement inspection process by creating geospatial
relations between the traffic signs and road environment. For
further inventory applications, we acquire several spatial-related
inventory measurements. Finally, a traffic sign recognition process
is conducted to assign sign type. With the acquired sign type, posi-
tion, and placement data, a spatial-associated sign network is built.
Experimental results indicate satisfactory performance of the pro-
posed detection, recognition, position, and placement inspection
algorithms. The experimental results also prove the potential of
MLS data for automatic traffic sign inventory applications.

Index Terms—Mobile laser scanning, traffic sign, detection,
recognition, road surfaces, inventory and inspection.

I. INTRODUCTION

TRAFFIC signs are a fundamental and essential element
in road transportation systems because, in addition to

their importance for traffic safety, they provide instructions to
drivers and other road users. Traffic sign design specifications
differ from country to country. However, the categories, graphic
standards, and placement of traffic signs are all legally defined
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as standard [1], [2]. Nowadays, the continual expansion of
cities creates an increasing demand for the installation of new
signs and maintenance of existing signs based on inventory
and inspection. Currently, traffic sign inventory procedures are
mainly implemented manually or semi-automatically. These
procedures require much time and labor to update the data,
which makes it difficult to proceed on a regular basis. An
efficient traffic sign inventory process is needed to accurately
record sign data, such as the number of signs, type, condition
and geographic location of each sign, as well as the spatial
relations between the signs [3].

Traffic sign detection and recognition have been used for
traffic sign automatic inventory in recent years [4], [5]. By
detecting and recognizing the information from traffic signs
and panels, sign detection and recognition mainly deals with
information extraction and understanding tasks for further
applications, such as traffic infrastructure surveys, intelligent
driving aided systems, etc. [6]–[9]. Current sign detection and
recognition research is based mainly on sign images and videos.
Traffic signs exhibit ordinary shapes and standard colors; how-
ever, the extensive outlook variability of traffic signs is captured
in uncontrolled situations, such as occlusion, drastic weather
and illumination conditions, and image distortion and physical
variation of the target surface. All these variations lead to
tough working circumstances for image/video-based methods.
Moreover, the output of the current traffic sign detection and
recognition research mainly focuses on sign type [10], [11], or
the geometric distribution (position) of traffic signs. However,
spatial-related data is overlooked.

Sign placement, an important indicator for traffic sign con-
dition evaluation, is relevant to the usability and visibility of
traffic signs, and finally affects the road safety of the road users.
The visibility status, such as the placement and appearance
of the traffic signs, requires special concerns. Fig. 1 shows
some examples of traffic signs that display a bad appearance
or are poorly positioned. Periodic, automatic road surveying
for spatial-related traffic sign inspection must be established
to document, not only the traditional traffic sign inventory
data, but also the spatial relations of the road environment
associated with traffic signs (e.g., road surfaces, road markings,
and vegetation). The surveyed data can be used to (1) maintain
and reconstruct current sign resources and road infrastruc-
ture and (2) support the study of how traffic sign practices
(e.g., appearance, position and placement) affect road safety.

As a type of Mobile Mapping System (MMS), the Mo-
bile Laser Scanning (MLS) system collects geospatial data

1524-9050 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



28 IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. 17, NO. 1, JANUARY 2016

Fig. 1. Examples of traffic signs with bad placement or appearance (collected
from Internet).

using calibrated multi-sensors (e.g., Global Navigation Satellite
System/Initial Measurement Unit (GNSS/IMU) integration sys-
tem, laser scanners, and high-resolution cameras) mounted on
a mobile platform [12]. The MLS systems record the time-
of-flight and the reflected energy of the laser beams from a
surface and form the 3-D point clouds with high resolution
of geometry and intensity information. With the acquisition of
highly accurate and dense data, there is a great potential to
apply the MLS systems to traffic sign inventory, especially in
regard to the geospatial information achieved for creating the
road environment spatial relations associated with traffic signs.

In this paper, we propose a spatial-related traffic sign inspec-
tion process based on vehicle-borne MLS data and specifically
introduce its application to automatic traffic sign inventory. The
flowchart of the proposed process is shown in Fig. 2. First, to
extract the sign area from the road scene, a traffic sign detection
process is proposed for the MLS point clouds. Secondly, a
registration process is conducted to project the colored point
clouds of the extracted sign area onto a defined 2-D image
plane for further sign recognition. Then, with the advantages
of the acquired accurate geo-referenced MLS data, the traffic
sign position and placement inspection process is conducted
by modeling the spatial relationship among the traffic sign
and road elements. Finally, sign type is assigned by a support
vector machine (SVM) classifier trained by a mix feature of
Histogram of Gradients (HOG) and color descriptor. With the
above position and placement data, a spatial-associated sign
network is built for a certain sign type.

The rest of the paper is organized as follows. A review of the
previous work is given in Section II. The MLS system and the
collected data sets are described presented in Section III.
The traffic sign detection process is presented in Section IV.
The algorithm for traffic sign position and placement inspection
are detailed in Section V. The sign type recognition for spatial-
associated sign network building is described in Section VI. Ex-
perimental results and conclusions are presented in Sections VII
and VIII, respectively.

II. RELATED WORK

A. Studies on Traffic Sign Detection and Recognition

As an essential component of the intelligent transportation
system, traffic sign recognition (TSR) has developed rapidly
in recent years. The TSR methods generally consist of sign
detection and sign recognition. Most of the current TSR-related
works remain focused on developing robust feature extractors
and descriptors, or recognition models. Several public data sets
[13], [14] have been used to assess the pros and cons of TSR.
Because the data update in these data sets is time consuming
and labor intensive, these data sets are appropriate for TSR
research, but inappropriate for traffic sign status inspection.

Using color or shape information of the traffic sign and
panel, much effort has been made to extract visual appearance
features from the images and videos [15]. To achieve a reliable
detection performance under different lighting situations, traffic
sign detection works have been conducted based on Y’CBCR
[16], HSV [17], and CIECAM97 [18] color models. Except
for global features, local invariant features, such as points
of interest/regions [19], MSER [20], and Hough-like feature
[21], have also been used in traffic sign detection. Moreover,
Gonzalez-Jorge et al. [22] applied a 3-D laser scanner for traffic
sign detection and reflectance inspection regarding the highly
reflective radiation on traffic signs.

Most of the existing traffic sign detection methods, based on
color and shape information, have relatively strict data require-
ments. Detection performance highly depends on the environ-
mental conditions, such as illumination, occlusion, viewpoint,
and weather conditions. Also, shape-related local feature-based
methods are usually time consuming and computationally in-
tensive for such large volumes of data. In addition, for traffic
sign detection tasks only, almost all the existing detection
methods must be conducted in the daytime.

There are many published results related to TSR based on
images [23], [24] or videos [25] using local features. Ruta et al.
[26] proposed a sign recognition method based on similarity
measurement learning from example pairs. Yuan et al. [27]
developed color global and local oriented edge magnitude
pattern features for traffic sign description and applied an SVM
for recognition. Except for the feature detectors and descriptors,
some machine learning algorithms such as random forest [28]
and neural network [29], also have been utilized for sign
recognition [30], [31].

B. Studies on Automatic Traffic Sign Inventory

The literature contains studies on the detection, recognition,
and 3-D localization of traffic signs via multi-view images
[32]. The precision of localization and spatial relations of a
road scene are dependent on the reconstruction algorithm based
on multi-view images. Recently, image/video and GPS-based
methods have been applied to traffic sign inventory [33].

Image-based MMS has been applied to traffic-sign related
survey and mapping tasks in recent years. Habib et al. [34]
applied an MMS to traffic sign inventory and achieved traffic
sign data, including sign type, height above the pavement,
offset from road edge, coordinate location, and size of the sign.
However, the image-based MMS survey requires conducted
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Fig. 2. Flowchart of the proposed method for traffic sign type recognition, position and placement inspection.

Fig. 3. Roads and system for MLS data acquisition: (a) trajectory (in blue
color) in Xiamen Island for data acquisition, (b) MLS system used.

under good lighting conditions. Also, the relationships between
traffic signs and road environment, such as the angle between
the sign plane and road surface, and the angle between the sign
plane and lane driving direction, must be analyzed further.

Compared to photogrammetry and field surveys, an MLS
system captures high point-density and accurate 3-D point
clouds in a short time period [35]. MLS systems have been
applied to transportation-related surveys [36], for example map-
ping and extraction curbstone [37] and road markings [38].
Pu et al. [39] recognized basic road traffic structures from
mobile laser scanning data. Also, terrestrial and static laser
scanning systems have been used in simple traffic sign inven-
tory applications [22]. However, there is little research work
related to systematic and automatic traffic sign inventory based
on MLS systems.

III. MLS SYSTEM AND DATA ACQUISITION

The traffic sign MLS data is acquired in the area within
Xiamen Island (longitude 118◦04′ 04′′ E, latitude 24◦ 26′ 46′′ N),
a part of the City of Xiamen (Fig. 3(a)). A RIEGL VMX-450
system, mounted on a minivan, is used to acquire the MLS
data (Fig. 3(b)). This system is smoothly integrated with 1) two
RIEGL VQ-450 laser scanners, 2) four high-resolution digital
cameras, 3) a GNSS, 4) an IMU, and 5) a wheel-mounted dis-
tance measurement indicator (DMI). These two laser scanners
are installed on both sides of the main frame with an “X” con-
figuration pattern and rotate to emit laser beams. The maximum
valid range of the laser beams are approximately 800 m. Two
of the four RIEGL CS-6 high-resolution (2452 by 2056 pixels)
color digital cameras are installed on the left side of the frame
and the other two on the right side of the frame. More infor-
mation about the MLS system’s specifications can be found
in [40].

Three surveys were performed with MLS to obtain the data
required for this research. The Ring Road that is used for survey
is a seaside green-corridor for tourism with a speed limit of
60–70 km/h and contains different kinds of traffic signs. The

Fig. 4. Illustration of the proposed traffic sign detection in MLS point clouds.

Ring Belt Road (including a tunnel) that is used for survey is
a busier inner-city road, with a speed limit of 50–60 km/h. The
Zhongshan Road that is used for survey is a much busier road,
with a speed limit of 30–40 km/h, and contains many crossings
and more dense traffic signs. The three roads have different
speed limits, traffic flows, and traffic sign placements. These
roads provide various MLS data of traffic signs according to
different road situations. The Ring Road data set contains about
800 million points and has a road section of approximately
20 km. The Ring Belt Road data set contains about 400 million
points and has a road section of approximately 10 km. The
Zhongshan Road data set contains about 300 million points and
has a road section of approximately 7 km. Samples of more
than 260 MLS traffic sign scenes and 500 traffic sign images
were collected for further testing.

IV. TRAFFIC SIGN DETECTION IN MLS DATA

In our automatic traffic sign inspection process, a sign detec-
tion algorithm is firstly used to detect the signs on both MLS
point clouds and image data. In the detection stage, the traffic
sign target is extracted from the MLS point cloud and projected
onto the image region that embodies this traffic sign. Here, the
traffic sign surface is defined as a highly retro-reflective vertical
plane in the MLS data that can be used for traffic sign detection
and extraction.

A. Traffic Sign Detection Based on MLS Point Clouds

The proposed algorithm for detecting traffic signs is based
on both the linear structure of the traffic sign pole and the
retro-reflectance of the sign surface in the MLS point clouds.
The detection procedure is divided into three main steps: ter-
rain points filtering, linear structured objects detecting, and
reflectance intensity based sign surface filtering. Fig. 4 shows
an illustration of the proposed detection process.
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Fig. 5. Grid representation of MLS point clouds: (a) a point clouds scene,
(b) XY horizontal plane, (c) cell point selection.

A terrain filter is firstly used to separate off-terrain points
(e.g., vegetation, small objects, moving objects such as vehi-
cles, etc.) from terrain points. The filtering process is based
on a grid representation of the data at each level. For a MLS
point clouds scene (Fig. 5(a)), the first step is to specify a
coarse grid in the XY-plane, which is defined as the horizontal
plane (Fig. 5(b)). For each non-empty cell of the grid, we
select a point according to the given percentile which specifies
the percentage of points within a cell that shall be below the
representative cell point (Fig. 5(c)). Then, each representative
cell point, together with its neighboring cells’ representative
points, is used to estimate a local plane. After that, for each
cell, a bounding box with a certain distance range above/below
its estimated plane is defined. Those points, which are outside
the tolerance range, are marked as “off-terrain” points and
not considered further. The remaining points are assigned to
one of the four sub-cells of the next finer level, and again
the representative cell points are determined. The process is
repeated until the finest level is reached. Then, a Euclidean
clustering algorithm is applied to segment the off-terrain points
into clusters. Following [41], the maximal eigenvalue (λ1), the
second and the minimal eigenvalues (λ2 and λ3) of the local
covariance matrix of a linear structure satisfy the following
condition: λ1 � λ2 ≈ λ3, and λ1/λ2 > 10. Based on this cri-
terion, the points in each cluster are classified as linear and
nonlinear structures. The clusters that contain the number of
linear structural points less than a given threshold (setting as
50) are removed.

The retro-reflectance properties of the traffic sign front sur-
faces generally have a strong reflectance intensity in MLS
point clouds. As the final step for the proposed sign detection
algorithm, we extract the traffic sign surfaces according to
the reflectance intensity and remove the points with intensi-
ties below 60 000. This step works especially well under bad
weather conditions, such as fog, low/strong illumination, and
detection tasks at night. Meanwhile, the existing image/video-
based traffic sign detection algorithms have difficulty working
under such conditions.

B. On-Image Sign Detection by Point Clouds Projection

Based on the detected sign point clouds, on-image sign
area detection is implemented by projecting the 3-D points
of each traffic sign onto a 2-D image to provide appear-
ance information for further sign type recognition. The on-
image sign area detection process includes the following two

Fig. 6. Illustration of projecting the traffic sign point clouds onto a 2-D
image: (a) MLS point clouds and sign area detected, (b) image acquired along
with the MLS data, (c) traffic sign area projected onto a 2-D image.

steps: 1) map the 3-D points in the world coordinate system
onto the camera coordinate system, 2) project the points in the
camera coordinate system onto the image plane defined by the
camera system in VMX-450.

Denote CMCS as the camera coordinate system, BODY
as the vehicle coordinate system, ECEF as the global co-
ordinate system (WGS84 system used in our study), and
NED as the north east down coordinate system. Mapping a
3-D point in MLS data in CMCS has three transformation
steps as ECEF-to-NED, NED-to-BODY and BODY-to-CMCS.
The VMX-450 system provides three transformation matrices
(CECEF2NED, CNED2BODY , and CBODY 2CMCS) for these
transformation steps, respectively. A 3-D point PECEF ac-
quired by VMX-450 system in ECEF is transformed into the
point, PCMCS , in camera coordinate system CMCS by apply-
ing the following:

PCMCS = CBODY 2CMCS ∗ CNED2BODY

∗ CECEF2NED ∗ PECEF . (1)

Then, the point PCMCS is projected onto a 2-D image
plane by obtaining the correspondent image pixel coordinates
according to the 3-D points in the CMCS system. Regarding the
original image’s radial distortion acquired by the MLS system,
a camera calibration model is applied to obtain distorted image
coordinates [42]. As for tolerating registration error between
the MLS point clouds and images, we enlarged the sign area in
images with threshold ρ (setting as 10).

An example of the on-image sign detection is shown in
Fig. 6. In this example, an image of a scene is acquired with
relatively low illumination, far acquiring distance, and large
viewpoint. Under these conditions, the image-based detection
methods have difficulty performing; whereas the proposed
method is able to correctly detect the traffic sign in the image.

V. TRAFFIC SIGN POSITION AND PLACEMENT INSPECTION

The accurate geo-spatial relations built for the traffic signs
and the associated road elements is the unique characteristic
of the proposed traffic sign inspection process based on MLS
data. Here, we present the automatic inspection of position and
placement of traffic signs as examples. With the MLS data, the
position of every point of the traffic sign and associated road
surface is accurate within millimeters. Sufficient measurements
can be further acquired according to specific requirements.
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Fig. 7. Illustration of road surface extraction: (a) original point cloud,
(b) road surface extracted (shown in red color).

A. Road Surface and Boundary Extraction

Before evaluating the aforementioned position and place-
ment parameters, the road boundaries in MLS point clouds
are firstly located. In our previous work [40], we developed a
curb-based method for extracting road surface points from MLS
point clouds. First, by using the vehicle’s trajectory data, which
are recorded by the onboard navigation systems, a raw point
cloud is vertically partitioned into a set of data segments with a
length of approximately 3 m perpendicularly to the direction
of travel. Then, each data segment is sampled to generate
a vertical profile perpendicularly to the trajectory. Next, the
generated profiles are further gridded to ascertain principal
points from each of the grids by using a layering approach. The
ascertained principal points within each profile form a pseudo
scan line for the detection of curb points. Afterwards, curb
points are determined by ascertaining the first two principal
points located on opposite sides of the trajectory with specific
elevation gradient constraints. Finally, the extracted curb points
from all profiles are fitted to form curb-lines, which represent
the boundaries of the road and are used to separate road surface
and roadside points.

In this paper, we use this curb-based method [40] to extract
road boundaries and separate the road surface points from
roadside points in the point clouds. In Section IV-A, ground
points are segmented from the entire point cloud. Since the
segmented ground points contain both road surface points and
roadside points, the segmented ground points are used to extract
road boundaries and segment road surface points from roadside
ground points. An example of the road surface extraction is
shown in Fig. 7.

B. Traffic Sign Positioning Parameter Measurement

The position and type of traffic sign information can be
embedded into many intelligent transportation related applica-
tions. In this paper, we define a traffic sign’s position as the
coordinates of the centroid of the bottom ring of the traffic sign
pole. By such a definition, the position, instead of a real point
on the traffic sign, is actually a floating point at the bottom of a
traffic sign.

To compute the position of a traffic sign using MLS point
clouds, first, the point, p, with the lowest elevation (denoted
as hp) on the traffic sign pole is determined (Fig. 8(a)). Then,
a horizontal profile with a thickness size, st (2 cm used), is
generated by including the points with elevations within the
range hp to hp + st on the traffic sign pole. Next, a horizontal
circle C is fitted from the points within the horizontal profile
(Fig. 8(b)). Finally, the x and y coordinates of the traffic sign

Fig. 8. Illustration of traffic sign position calculation: (a) lowest-elevation
point selection and horizontal profile generation, (b) horizontal profile fitting
and circle center determination.

Fig. 9. Illustration of traffic sign placement calculation.

position are assigned, respectively, to the x and y coordinates of
the center of the fitted circle C, and the z coordinate is assigned
to the z coordinate of point p.

C. Traffic Sign Placement Parameters Measurement

In this paper, the following parameters are measured for
evaluating traffic sign placement : 1) height of the traffic sign
above the ground (ht), 2) distance of the traffic sign from
the road boundary (dt), 3) orientation of the traffic sign with
respect to the road direction (αd), 4) inclination of the traffic
sign with respect to the traffic sign board orientation (αt),
5) inclination of the traffic sign with respect to the traffic sign
board profile (αp), and 6) planarity of the traffic sign.

As shown in Fig. 9, ht is defined as the height of the lowest
point on the traffic sign board (point B) over the ground.
The horizontal distance, dt, between the point with the short-
est horizontal distance to the road on the traffic sign board
(point A) and the road boundary point closest to the traffic sign
in the horizontal plane (point C) is defined as:

dt =
√
(xA − xC)2 + (yA − yC)2 (2)

where xA and xc are the x coordinates of points A and C,
respectively, and vA and vc are the y coordinates of points A
and C, respectively. The horizontal angle, αd, included between
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the tangent vector of point C (vc) and the normal vector of the
traffic sign board (nt) is defined as:

ad = arccos (vxc n
x
t + vycn

y
t ) (3)

where vxc and nx
t are the x components of vc and nt, respec-

tively, and vyc and ny
t are the y components of vc and nt,

respectively. The angle included, αt, between the traffic sign
pole’s distribution direction (np) and the vertical direction with
respect to the traffic sign board’s orientation is defined as:

at = arcsin (nz
t ) (4)

where nz
t is the z component of nt. The angle included, αp,

between the traffic sign pole’s distribution direction (np) and
the vertical direction with respect to the traffic sign board’s
profile is defined as:

ap = arcsin
(
nz
p

)
(5)

where nz
p is the z component of np; the traffic sign’s planarity

is measured by the standard deviation of the laser points on the
traffic sign board.

The fitted curb-lines and segmented roadside ground points
are used to compute the above parameters. To measure ht,
the points on the traffic sign board are first projected onto a
horizontal plane to calculate a horizontal bounding box for the
traffic sign board. Then, the ground points within the bounding
box are selected to fit a ground plane. Finally, ht is assigned as
the height of the lowest point, B, on the traffic sign board over
the ground plane.

To measure dt, first, the corner point A on the traffic sign
board, whose vertical line segment dropped from this corner
point has the shortest distance to the curb-line, is determined.
For a round-shaped traffic sign, the bounding rectangle of the
traffic sign board is used for the determination of point A. Then,
the corresponding curb-line, point C, with the shortest distance
to the traffic sign is selected. Finally, dt is assigned as the
horizontal distance between points A and C. To measure αd,
first, the points on the traffic sign board are used to construct
a covariance matrix. After eigenvalue decomposition on the
covariance matrix, the normal vector, nt, of the traffic sign
board is obtained. Then, the tangent vector, vc of point C is
calculated using the fitted curb-line. Finally, αd is assigned as
the horizontal angle included between vectors nt and vc.

To measure αt, and αp, first, the points on the traffic sign
pole are used to construct a covariance matrix. After eigenvalue
decomposition on the covariance matrix, the distribution direc-
tion, np, of the traffic sign pole is obtained. Then, αt is assigned
as the angle included between np and the vertical direction with
respect to nt. αp is assigned as the angle included between
np and the vertical direction with respect to the perpendicular
direction of nt. To measure the planarity of the traffic sign, first,
the points on the traffic sign board are fitted to form a plane.
Then, the planarity is assigned as the standard deviation of these
points with respect to the fitted plane.

With above traffic sign placement parameters measured, the
abnormality and usability of the traffic signs can be evaluated.
For example, if the value ofαd is too large, the orientation of the
traffic sign is bad for conducting traffic activities. If the value

Fig. 10. Illustration of the spatial-associated traffic sign network.

of αt is too large, the traffic sign is not installed in an upright
position. These parameters influence the usability of the traffic
signs and can help to accurately evaluate sign conditions.

VI. SIGN TYPE RECOGNITION FOR SPATIAL-ASSOCIATED

SIGN NETWORK BUILDING

In automatic traffic sign inventory applications, sign type
is usually given by a TSR process. The recognition stage
labels bounding fields according to the enclosed traffic sign and
resembles the sign type classification problem. In our method,
the traffic sign type is obtained by an image-based TSR process
using the detection results from the on-image sign detection
by point clouds projection. Two types of features are used to
represent the visual characteristics of a traffic sign. Following
[43], a concatenation of hue histogram with the scale-invariant
feature transform (SIFT) descriptor, the HueSIFT, is extracted
as color descriptor. The HOG feature [44] is used as a local
descriptor of a traffic sign. The SVM classifier is adapted as the
recognition model. Since the TSR work is not the main focus
of our study, we demonstrate only the sign type recognition
process in our method. Also, there is much work about TSR
that can be further applied to our traffic sign inspection process.

Besides giving the sign type, the uniqueness of our inspection
process is that we give accurate spatial coordinates (position)
and placement for each recognized traffic sign and also build
accurate geo-spatial relations between the recognized traffic
signs (same or different sign types). With the achieved position
and placement information for a traffic sign, a spatial-associated
network for traffic signs of the same type can be built (Fig. 10).
The node of the network represents the recognized traffic sign;
nodes with a certain type of attribute are associated in the
network by position attributes.

VII. EXPERIMENTS AND DISCUSSIONS

A. Traffic Sign Detection on MLS Point Clouds and
Image Data

We tested the detection accuracy on the data sets selected
from the survey conducted on June 2, 2014 (Ring Road and
Ring Belt Road) and February 3, 2015 (Zhongshan Road). To
test the detection algorithm on MLS data, 264 point cloud
scenes were used. To test the detection algorithm on images,
327 image samples were used. Some examples of traffic signs
detected by the proposed algorithm are shown in Fig. 11. The
images are acquired while the MMS is driven on the road, the
images possess varied viewpoints (some of which are large).
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Fig. 11. Examples of traffic signs detected by the proposed detection algorithm.

TABLE I
THE QUANTITATIVE ASSESSMENT OF THE PROPOSED

TRAFFIC SIGN DETECTION ALGORITHM

1) Quantitative Assessment of the Proposed Detection Al-
gorithm: For quantitative assessment purposes, we compared
the extracted traffic signs with the manually labeled reference
data, as well as a detection method based on MLS point clouds
presented in [45]. Similar to the evaluation criteria used in
[26], TP (“correctly detected”) represents the percentage of
the correctly detected testing samples in the reference data.
“Partially detected” represents the percentage of the testing
samples that are partially detected. FN (“missed”) represents
the percentage of the undetected testing samples, and FP (“false
alarm”) represents the percentage of the falsely detected non-
traffic signs. Precision, recall, and F1 measure values are used
to evaluate the accuracy of the detection algorithm as follows:

Precision =
TP

TP + FP
(6)

Recall =
TP

TP + FN
(7)

F1 measure =
2 ∗ TP

2 ∗ TP + FN + FP
. (8)

All these three values were computed for the proposed de-
tection algorithm on MLS data, the detection algorithm on 2-D
images, and method in [45] (see Table I).

As seen in Table I, a precision value of 91.63% is obtained
for the detection algorithm on MLS data. Out of 264 traffic
signs, 241 are correctly detected using point cloud data. Sixteen
samples are missed by the detection algorithm. The two reasons
for the missed traffic signs are 1) the acquisition of incomplete
point clouds and 2) the acquisition of non-reflective side signs.
For example, point clouds of some traffic signs are acquired
from the opposite direction of the lane, and the back sides of
the traffic signs (without reflective material) are scanned. Our

Fig. 12. Examples of traffic sign detected in challenging scenarios. (a) strong il-
lumination and large viewpoint, (b) partial occlusions, (c) cluttered background.

algorithm fails to detect these traffic signs. There are sixteen
partially detected traffic signs, whose point clouds are heavily
occluded by vegetation or other objects; thus, these traffic
signs are impossible to detect by the image-based method.
Twenty two samples, mostly advertising boards with similar
linear structures and reflectance intensities, are detected as
false positives. For the same data, method in [45] achieves
a precision and recall of 91.92% and 90.53%, respectively.
Twenty five traffic signs are missed caused by severe occlusions
of trees. In addition, 21 false alarms are generated because
of high similarities of other objects to the traffic signs in the
scene. Compared to method in [45], our method achieves closed
precision, and higher recall and F1 measure values.

For one MLS scene, several images were obtained with
different viewpoints and distances while our RIEGL VMX-
450 system (with 4 color digital cameras) was driven on the
road to collect both the point clouds and image data. Out of
501 image samples, 464 are correctly detected when testing
the proposed on-image detection algorithm. With the projection
process, the precision rate reaches 92.61%. Because the point
clouds acquired for a traffic sign are too sparse and the size of
a traffic sign in an image is too small, the on-image detection
algorithm misses 37 samples. Thirty six samples, detected as
false positives, are mostly the false positives brought about
by the previous detection results. Also, the calibration error
between the laser scanners and cameras in MMS makes multi-
targets coexist while projecting point clouds onto an image, and
finally causes false positives.

2) Traffic Sign Detection in Challenging Scenarios:
Fig. 12 shows some examples of the detection results related
to the challenging scenarios of strong illumination and large
viewpoint, partial occlusions, and cluttered background. The
green blocks are the manually labeled detection results; the red
blocks are our detection results.

Traffic sign surfaces are very distinctive, with high retro-
reflectance intensity, in MLS data. Our detection process can be
performed under adverse weather conditions, such as fog, rain,
and strong illumination (Fig. 12(a)), as well as at night time.
Unlike images, the MLS data contain full 3-D information,
and there are no viewpoint and scale problems. Especially,
because laser beams can travel through vegetation of certain
densities, MLS data can detect traffic signs that are partially
occluded by vegetation (Fig. 12(b)). For urban areas, traffic sign
data are usually acquired with cluttered backgrounds, including
vehicles, pedestrians, etc. Since a geo-spatial relation is used to
separate traffic signs from other objects, our detection algorithm
works well in cluttered backgrounds (Fig. 12(c)).
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Fig. 13. Correct detection rates in challenging scenarios.

TABLE II
RECOGNITION RESULTS OF TRAFFIC SIGN TYPES

To quantitatively validate the performance of the proposed
detection method in challenging scenarios, we present two
histograms in Fig. 13 based on the detection results in Table I.
The viewpoint degree histogram gives the detection correct
rate according to different viewpoints of images. Here, we
can calculate the viewpoint value for each image by the pose
information of the MMS and the normal vector of the traffic
sign board achieved in Section V-C. The occlusion percentage
histogram gives the detection correct rate according to different
occluded percentage of the signs. Here, we did not present the
quantitative validation result for cluttered background since it is
difficult to specify the degree of the background being cluttered.
The results indicate that our detection method is capable of
correctly detecting certain samples with large viewpoint and
high percentage of occlusion (even over 60◦ viewpoint and over
50% occlusion).

B. Sign Type Recognition

To evaluate the sign type recognition performance, 2844
traffic sign images of eight classes, picked from data set
[13], were used as training samples. 327 traffic sign images
of eight classes, correspondently selected from the 501 sign
images (total images in Table I), were used as testing sam-
ples. The 31 dimensions of HOG features were extracted. For
HueSIFT color descriptor extracted, the lengths are 128 bins
for SIFT, 1-D histogram of 37 bins, and 2-D descriptor of
121 bins in total. Two recognition models, SVM and Random
Forest (RandFor) [46], were compared. The following three
feature and model combinations were compared for sign type
recognition: 1) HOG+HueSIFT+SVM, 2) HoG+RandFor, and
3) HoG+HueSIFT+RandFor. The experimental result is given
by the precision value, i.e., from among the entire number of
testing samples, the percentage of the samples that are correctly
recognized.

As shown in Table II, a precision value of 96.32% is
obtained for the proposed feature and model combination
(HOG+HueSIFT+SVM) when testing our image data. A pre-

cision value of 94.17% is obtained for the HoG+RandFor
combination, and a precision value of 93.87% is obtained for
the HoG+HueSIFT+RandFor combination.

C. Traffic Sign Position Inspection Evaluation

To quantitatively evaluate the accuracy of the proposed algo-
rithm in inspecting traffic sign positions, a Leica total station
TS 15i-1 and a Leica RTK GS15 were used to collect on-site
measurement data as the ground truth. It is difficult to measure
the coordinates of the centroid of the traffic sign pole’s bottom
ring. Therefore, in practice, for computing the real position of
each traffic sign, we measured the coordinates of three points,
which were located 1) on the same horizontal plane, 2) around
the bottom surface of the traffic sign pole, and 3) on the bottom
surface of the traffic sign pole. Based on the three measured
points, the Leica total station easily inferred the arc center of
these three points. The coordinates of the inferred arc center
were regarded as the ground truth for depicting the position
of the traffic sign. In this paper, we selected a total number of
50 traffic signs of different shapes and statuses for evaluating
the performance of the proposed algorithm. For illustration,
10 of the 50 typical traffic signs were selected. The measured
ground truth data are listed in the left column of Table III.
Correspondingly, the position information was also computed
by our proposed algorithm using the MLS point cloud data.
The experimental results for traffic sign positions (all in the
WGS 84 coordinate system) are detailed in the middle column
of Table III.

To assess the accuracy of the experimental results with
respect to the ground truth, the biases between the two groups
of coordinates were analyzed, as shown in the right col-
umn of Table III. Our proposed method achieved biases of
±0.231 m, ±0.287 m, and ±0.442 m in the x, y, and z direc-
tions, respectively, on these 10 traffic signs. On a whole, our
proposed method attained biases of ±0.245 m, ±0.292 m, and
±0.449 m in the x, y, and z directions, respectively, on the
50 selected traffic signs. The proposed method obtained the
best accuracy in the x direction; whereas the worst accuracy
occurred in the z direction. The reason behind this phenomenon
is that a part of the bottom of the traffic sign pole was cut off
when removing the ground points, thereby resulting in great
biases in the elevations. With the acquisition of spatial-related
data, our proposed inspection method, using MLS point clouds,
provides a promising means for inspecting traffic sign positions
and achieves decimeter-level positioning accuracy. It can be
noticed that no control point is used in the test, and the accuracy
of the positioning parameter measured will be further improved
when control points are considered during the data acquisition.

D. Traffic Sign Placement Inspection Evaluation

To quantitatively assess the accuracy of the proposed al-
gorithm for measuring traffic sign placement parameters, we
used a Leica total station TS 15i-1, which provides millimeter
level measurements to collect on-site measurement data as the
ground truth. A total of 50 traffic signs were measured by the
total station unit and used as reference samples. Because it is
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TABLE III
GROUND TRUTH AND POSITION MEASUREMENT RESULTS

TABLE IV
GROUND TRUTH AND PLACEMENT PARAMETER COMPUTING RESULTS AND ACCURACIES

very difficult to measure orientation angles, (αd), in practice,
we collected only 1) the ground truth for the heights of traffic
signs, (ht), 2) distances from the road boundary (dt), and 3)
tilt angles (αt and αp). For illustration, 10 of the 50 typical
traffic signs were selected. The on-site measurement results are
listed in the left section of Table III. Correspondingly, using
the collected point cloud data of these traffic signs, the above
parameters were also calculated by our proposed algorithm,
details of the results are shown in the right section of Table IV.

In Table IV, negative values for dt indicate that the boards
of these traffic signs hang above the road surface and inside the
curbs. Through statistics and analysis, the proposed algorithm
achieved an accuracy of ±0.063 m, ±0.076 m, ±52′′, and
±37′′ for calculating ht, dt, αt, and αp, respectively, on these
10 traffic signs. On a whole, the proposed algorithm attained
an accuracy of ±0.07, ±0.08, ±54′′, and ±42′′ for calculating
ht, dt, αt, and αp, respectively, on the 50 selected traffic signs.
Therefore, toward an accurate evaluation of the abnormalities
and usability of traffic signs, our proposed algorithm is very
promising and highly accurate for measuring traffic sign pa-
rameters. Similarly, no control point is used in the test, and the

accuracy of the placement parameters measured will be further
improved when control points are considered during the data
acquisition.

VIII. CONCLUSION

This paper presented a spatial-related traffic sign inspection
process for traffic sign inventory and management based on
MLS data collected by a commercial MLS system, RIEGL
VMX-450. The work demonstrated the potential for automated
inspection of traffic sign boards and determination of spatial
relations between traffic signs and the road environment using
the 3-D MLS point clouds. Based on the high retro-reflective
properties of traffic sign boards in MLS data, the proposed
method works quite well in automated extraction of traffic sign
boards from the laser scanned urban road scenes. From the
surface points of the detected traffic sign boards, the developed
registration algorithm projects those traffic sign board points
onto a 2-D image plane for further image-based traffic sign
recognition. Based on the detected traffic sign area in a 2-D
image, a sign type recognition was conducted.
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With the geo-spatial data acquired for the traffic sign and
the connected road, inventory measurements were carried out.
Taking the position and placement inspection as examples, our
algorithm achieved several accurate inventory measurements,
such as position, pose measurements, traffic sign planarity,
etc. The experimental results demonstrated that the algorithms
achieved detection precision of 91.63% and 92.61% on MLS
point clouds and images, respectively; achieved precision of
96.32% for traffic sign type recognition. Moreover, with the
achievement of sign type, position, and placement data, a
spatial-associated sign network was built for a certain sign type
and can be used for further ITS applications.
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