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ABSTRACT 
 

This paper presents a novel method for traffic sign detection 

and visibility evaluation from mobile Light Detection and 

Ranging (LiDAR) point clouds and the corresponding 

images. Our algorithm involves two steps. Firstly, a 

detection algorithm based on high retro-reflectivity of the 

traffic sign from the MLS point clouds is designed for sign 

detection in complicated road scenes. To solve the spatial 

features of traffic signs, we also create geo-referenced 

relations between traffic signs and roads according to the 

normal of ground. Secondly, we propose a visibility 

estimation method to evaluate the visibility level of the 

traffic sign based on a combination of visual appearance and 

spatial-related features. The proposed algorithm is validated 

on a set of transportation-related point-clouds acquired by a 

RIEGL VMX-450 LiDAR system. The experiment results 

demonstrate that the efficiency and reliability of the 

proposed algorithm in detection traffic signs are robust, and 

also prove the potential of using mobile LiDAR data for 

traffic sign visibility evaluation. 

 

Index Terms— Traffic sign detection, mobile LiDAR 

point clouds, sign visibility, feature extraction 

 

1. INTORDUCTION 

Traffic sign provides information and instructions to road 

users, and its usability and visibility finally affect the traffic 

safety. Traffic sign detection is an essential part of intelligent 

transportation systems, and the relevant research can provide 

effective methods to reduce potential traffic accidents and 

improve road safety. Current traffic sign detection and 

recognition researches are mainly based on traffic sign 

images and videos considering the ordinary shapes and 

standard colors exhibited by the signs [1-3]. However, there 

are many variability factors in the traffic sign data. The 

images and videos are captured in uncontrolled situations, 

such as occlusions, limited visibility caused by adverse 

heavy foggy weather, or illumination conditions. Bad sign 

visibility may cause driver distraction and increase the risk 

of a traffic accident, and affect the road safety of the road 

users. There are some published results related to traffic sign 

visibility estimation in foggy area [4-7] and camera-based 

sign visibility estimation [8-9]. For these key factors 

affecting traffic sign visibility status, the spatial-related 

parameters (e.g. sign placement, sign pose) need be 

especially concerned.  

Mobile LiDAR point clouds has been applied to a 

variety of applications, such as road infrastructure and 

traffic facility information extraction [10-12]. With the 

development of LiDAR technology, Mobile Laser 

Scanning (MLS) system has become a promising mean to 

conduct land-based surveying and mapping. Due to the 

advantages of high-density and long-range properties of 

MLS LiDAR data, there is a potential to apply the MLS 

systems to traffic sign detection and sign visibility 

estimation.   
In this paper, we propose a novel method for traffic sign 

detection and sign visibility estimation based on mobile 

LiDAR point clouds and the corresponding images. We 

particularly focus on the combination of features extracted 

from the point clouds and images respectively. By analyzing 

these combined features, we estimate the traffic sign 

visibility. The paper is organized as follows. Section II 

introduces the proposed method in detail. Section III gives 

experimental results and discussion. The paper gives a 

conclusion in Section IV. 

 

2. METHODOLOGY 

The proposed method contains following three main parts as: 

(1) traffic sign area detection on LiDAR point clouds and 

images; (2) spatial-related features and image features 

extractions; and (3) traffic sign visibility estimation. The 

flowchart of the proposed method is shown in Fig. 1, 
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Fig. 1. Flowchart of the proposed sign detection and 

visibility estimation method. 
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2.1. Traffic sign detection 

 

Traffic sign detection is performed on LiDAR point clouds 

and images. For traffic sign surface detection on LiDAR 

point clouds, traffic sign targets are firstly extracted from the 

point cloud scene using the methods presented in our 

previous work [13]. Firstly the associated road surface is 

filtered. As observed from the point clouds data, the traffic 

sign surface of point clouds is a vertical plane, which has the 

peculiarity of highly retro-reflective. Then, the traffic sign 

surface is extracted from point clouds by reflectance and 

geometric characteristic. The geometric characteristic of 

point clouds is calculated by the following equation: 

 

𝑀𝑝𝑖
= [𝑒1⃗⃗  ⃗ 𝑒2⃗⃗  ⃗ 𝑒3⃗⃗  ⃗] [

𝜆1 0 0
0 𝜆2 0
0 0 𝜆3

] [

𝑒1⃗⃗  ⃗

𝑒2⃗⃗  ⃗

𝑒3⃗⃗  ⃗

],          
(1)

 

                                            
 

where the maximal eigenvalue (λ1) of the local covariance 

matrix (Mpi
) of a linear structure is far greater than the 

second and the minimal eigenvalues (λ2 and λ3).  

Based on the detected traffic sign area in LiDAR point 

clouds, on-image sign area detection is implemented by 

projecting the 3D points of each traffic sign onto a 2D image 

region that embodies this traffic sign. The procedure of 

traffic sign extraction is shown in Fig. 2. The traffic sign 

point cloud scene and corresponding image are shown in 

Fig.2 (a) and Fig 2. (b). The point cloud with road surface 

filtered is shown in Fig. 2 (c). Using the proposed sign 

detection method, the detected traffic sign surface in point 

clouds and image are shown in Fig. 2(d) and Fig. 2(e).  

 

 
Fig. 2. An example of traffic sign detection. (a) traffic sign 

point cloud. (b) traffic sign image. (c) road surface filtered. 

(d) sign detected in point cloud. (e) sign detected in image.  

 

2.2. Spatial-related features and image features 

extraction 

The spatial-related features and image features are obtained 

from the detected traffic sign point clouds and image 

respectively. 
 

2.2.1 . Spatial-related features extraction   

In general, the traffic signs are distributed in various 

positions and poses in a traffic environment. It’s hard to 

achieve the 3D positioning and pose information from 

image directly, however it is easy to obtain these 

information using the geo-referenced relations between 

traffic signs and road achieved from mobile LiDAR point 

clouds.  

Spatial-related features extracted in this method include 

four parameters 𝑠1, 𝑠2, 𝑠3, 𝑠4 . 1s is the distance from the 

driver’s viewpoint to the traffic sign; 2s  represents the 

inclination of the traffic sign with respect to the road surface; 

3s  describes the inclination of the traffic sign with respect 

to the viewpoint; 4s  represents the planarity of the traffic 

sign. We obtain the features value 𝑠1, 𝑠2 and 𝑠3 using the 

following formulas: 

2 2 2
1 ( ) ( ) ( )vv s s v sx xs y zy z     ,

     
(2) 
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e f
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 ,            (4) 

vs = ( , , )v s v s v sx x y y z z   .
        

(5) 

   

The coordinate of the viewpoint is ( vx , vy , vz ). The 3D 

parameters of traffic sign include center-of-mass coordinate 

( sx , sy , sz ) and surface normal f  = ( fx , fy  , fz ). ze is 

the ground normal. We use method in [13] to obtain the 

planarity features 4s . 
 

2.2.2 . Image features extraction 

Intensity and color contrast affect the visibility of a traffic 

sign [8]. In addition, the size of the traffic sign and the edge 

contrast with complex background texture [9] also influence 

the traffic sign visibility.  

In proposed method, the four image features including 

the intensity, the contrast of the color histogram, edge 

contrast, and the proportion of traffic sign, are calculated. 

We formulate these image features to be a feature vector 

1 2 3 4( , , , )a a a a . 1a represents the percentage of a traffic sign 

in the whole image, 2a represents the diversity between the 

edge strength in the sign region and that in background 

region, 3a is the distance between the average color in the 

sign region and others sub-region in the image,   4a  

represents the similarity between the color histogram in the 

sign region and other sub-region. 

The feature vector 1 2 3 4( , , , )a a a a  is calculated using 
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the following four equations: 
( )

1
SA

a
A

 ,               (6) 

2a Es E  ,
             

(7) 

 
2 2 2

3 ( ) ( ) ( )a Rs R Gs BsG B      ,
   

(8) 

2 2 2
4 ( ) ( ) ( ){ } { } { }R G Ba D D D   ,

      
(9) 

 

where ( )SA  and A are the size of traffic sign and entire 

image respectively. Es  and E are the average edge 

strengths calculated with Sobel filter in the sign region and 

other regions respectively. ( , , )Rs Gs Bs  and ( , , )R G B  

are the average RGB values in the sign region and other 

regions respectively. 𝐷𝑐(c∈{R, G, B}) is the Bhattacharyya 

distance[8] defined by Eq. (10). 

 

{ ( )} ( ( ) ( ))sD c H c H c       (10) 

𝐻𝑠(𝑐) represents the histogram of RGB channels in 

sign region, and H(c) represents the histogram of RGB 

channels in other regions. 

 

2.3. Sign visibility estimation using feature combination 

 

Inspired by [8], our proposed method uses a feature vector

1 2 3 4 1 2 3 4( , , , , , , , )f s s s s a a a a , which integrates the 

spatial-related features and the image features, for traffic 

sign visibility estimation. 

The accumulative visibility value 𝑉𝑐 is calculated by: 
 

𝑉𝑐 =
1

𝑁
∑ ∑ 𝑤𝑑𝑀𝑑

𝐷
𝑑=1 (𝑓𝑡)𝑁−1

𝑡=0 ,        (11)                                                       

 

 1 2 3 4 5 6 7 8, , , , , , ,dw w w w w w w w w ,
  

 (12) 
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,              (13) 

where N represents number of scene, 𝑤𝑑  is a positive 

weighted vector for the basis function vector Md(f). Higher 

value of 𝑉𝑐  means better visibility of a traffic sign.  
 

3. EXPERIMENTS AND DISCUSSIONS 

The traffic sign MLS data (LiDAR point clouds and images) 

used in our experiments were acquired by a RIEGL VMX 

450 system. The VMX 450 system integrated with two 

RIEGL VQ-450 laser scanners, four high-resolution digital 

cameras, a GNSS, an IMU, and a wheel-mounted distance 

measurement indicator (DMI). The acquired traffic sign data 

contain one hundred traffic scenes, which distribute in the 

Ring Road and Zhongshan Road in Xiamen, China. Each 

traffic scene includes one or two traffic signs.  

Some results generated by our traffic sign detection 

method are given in the Fig. 3.  

 

Fig. 3. Some examples of traffic sign detected. 
 

3.1. Traffic sign visibility evaluation criteria 
 

For each traffic sign scene, our method gave an visibility 

estimation value 𝑉𝑐. Then we normalized all the visibility 

values into the range of (0, 1). To evaluate the proposed 

estimation method, we compared these results with the 

subjective evaluation results. 

For subjective visibility evaluation, we set 4 evaluation 

categories of invisibility (category 1), low visibility 

(category 2), medium visibility (category 3) and high 

visibility (category 4). For each sign scene, the subjective 

visibility value were obtained by averaging the evaluation 

results from 30 people. The averaged results of subjective 

visibility evaluation of the 100 traffic sign scenes are shown 

in Table I. 

 
Table I Subjective evaluation results for traffic sign visibility 

Visibility 

level 

Invisibility Low 

visibility 

Medium 

visibility 

High 

visibility 

category 1 2 3 4 

Sign number 15 26 37 22 

 

3.2. Experiment Results 

 

The visibility estimation values were obtained for all the 100 

traffic sign scenes. Higher 𝑉𝑐  value represents better 

visibility, and lower 𝑉𝑐  value represents worst visibility. 

Some examples of traffic sign scene and its calculated 

visibility values 𝑉𝑐  are given in Fig. 4. It was observed 

from Fig. 4 that lower 𝑉𝑐 value was obtained with more 

complicated background. Higher 𝑉𝑐  value was obtained 

with closer distance between the sign and the driver. These 

results match the concept that complicated background and 

observing distance will affect the visibility of a traffic sign. 

We normalized all the calculated estimation values into 

the range of (0, 1) by setting the minimum estimation value 

as 0 and the maximum estimation value as 1. Then we 

manually set thresholds to rearrange the calculated results 

into four categories. The process of threshold setting are 

described as follows. When the calculated result is in the 

range of (0, 0.25), its visibility value is set to 1. When the 

calculated result is in the range of (0.26, 0.50), its visibility 

value is set to 2. When the calculated result is in the range of 

(0.51, 0.75), its visibility value is set to 3. When the 

calculated result is in the range of (0.76, 1), its visibility 
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value is set to 4. We compared the calculated results with the 

results shown in Table I to see the difference between the 

calculated results and subjective evaluation results. The 

comparison is given in Fig. 5. 

 

 
Fig. 4. Some examples of visibility estimation values 

calculated. 

 

 

Fig. 5. The statistical histogram 

 

As shown in Fig. 5, our calculated results are close to 

the subjective evaluation results. The average deviation 

between the calculated results and subjective evaluation are 

under 5%. It demonstrates that our visibility estimation 

method is effective. Here, we focus on the situation of the 

stationary traffic scenes. Actually, the position of a vehicle 

changes when the vehicle moves. At the same time, the 

spatial-related features, such as observing distance and 

observing angle change too. It will be interesting to analyze 

the change of the estimated traffic sign visibility with the 

moving of the vehicle based on mobile LiDAR data. 

 

4. CONCLUSION 

This paper proposed a novel traffic sign detection and 

visibility estimation method, which integrates the 

spatial-related features and image features extracted from 

point clouds and images. The visibility estimation results by 

our method match the subjective evaluation results well. The 

experimental results demonstrated that the proposed method 

has a potential to estimate the visibility of traffic sign.  
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