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Abstract

Semantic segmentation of 3D Light Detection and Ranging (LiDAR) indoor point clouds using deep learning has been an active topic in recent years. However, most deep neural networks on point clouds conduct multi-level feature fusion via a simple U-shape architecture, which lacks enough capacity on both classification and localization in the segmentation task. In this paper, we propose a Neural Architecture Search (NAS) method to search a Feature Pyramid Network (FPN) module for 3D indoor point cloud semantic segmentation. Specifically, we aim to automatically find an effective feature pyramid architecture as a feature fusion neck in a designed novel pyramidal search space covering all information communication paths for multi-level features. The searched FPN module, named SFPN, contains the most important connections among all the potential paths to fuse representations at different levels. Our proposed SFPN is generic and effective as well as capable to be added to existing segmentation networks to augment the segmentation performance. Extensive experiments on ScanNet and S3DIS show that consistent and remarkable gains of segmentation performance can be achieved by different classical networks combined with SFPN. Specially, PointNet++-SFPN achieves mIoU gains of 7.8% on ScanNet v2 and 4.7% on S3DIS, and PointConv-SFPN achieves 4.5% and 3.7% improvement respectively on the above datasets.

1. Introduction

With the rapid development of inexpensive indoor 3D LiDAR sensors and acquisition techniques, point clouds have become widely available, which sparks research interests in 3D scene understanding. As a challenge task, point cloud semantic segmentation aims to classify each point in the point set. It widely benefits a lot of real-world applications, such as autonomous navigation, virtual reality, robot object manipulation and high-quality indoor mapping.

Several deep convolution neural networks have been undertaken for point cloud segmentation, such as the pioneer work, PointNet (Qi et al., 2017a) and many other improved approaches, e.g., Qi et al. (2017b), Li et al. (2018b), Wu et al. (2019), Yan et al. (2020), Lin et al. (2020), Lin et al. (2018b), Fang and Lafarge (2019). Generally, an effective semantic segmentation system consists of two main components (Li et al., 2019): a feature extractor backbone and a feature fusion neck. Most existing works develop effective feature extractor backbones (Li et al., 2018b; Wu et al., 2019; Yan et al., 2020) while utilizing a simple U-shape feature fusion neck (which is composed of skip connection and interpolation) to fuse multi-level features. Recently, a growing interest in developing more effective feature fusion neck (Fang and Lafarge, 2019; Lin et al., 2020) is emerging. We follow this trend and aim to discover an effective and general feature pyramid architecture for feature fusion neck.

Feature Pyramid Network (FPN) is widely used in complicated image analysis tasks. Lin et al. (2017) firstly propose FPN to produce pyramidal feature representation for image object detection. A FPN first takes over the features generated at the intermediate layers in the backbone network, then builds a feature pyramid by combining the features in adjacent levels. As a result, the output features of FPN are spatially accurate and semantically rich. Due to the effectiveness and simplicity of FPN, several variants have been presented by proposing various cross-scales connections and operations for multi-level feature fusion, such as Liu et al. (2018), Li et al. (2018a), Zhang et al. (2020a). APCF-Net (Lin et al., 2018a) is another variant, which is composed of inter-layer information operation by combining multi-level features. It is effective and general to be added to existing segmentation networks to augment the segmentation performance. Extensive experiments on ScanNet and S3DIS show that consistent and remarkable gains of segmentation performance can be achieved by different classical networks combined with SFPN. Specially, PointNet++-SFPN achieves mIoU gains of 7.8% on ScanNet v2 and 4.7% on S3DIS, and PointConv-SFPN achieves 4.5% and 3.7% improvement respectively on the above datasets.
et al., 2020) introduces the feature pyramid architecture into point cloud segmentation and proposes a bi-direction communication mechanism to exploit multi-scale context. Although the APCF module enriches considerably the learned features, it may be far away from the optimal FPN architecture. Therefore, we introduce Neural Architecture Search (NAS) to discover better feature pyramid architectures for point cloud segmentation.

Recently, there has been a increasing popularity in automatically discovering neural network architectures instead of manual design which largely relies on human experience and massive trials. NAS have shown promising capacity of discovering architectures that outperform manually designed ones in image classification (Zoph et al., 2018; Liu et al., 2019), image segmentation (Chen et al., 2018; Zhang et al., 2019) and 2D object detection (Xu et al., 2019). Recent work SPVNAS (Tang et al., 2020) performs NAS for point cloud segmentation. However, SPVNAS focuses on searching the backbone network while the architecture of feature fusion neck is ignored. This lack makes the pipeline of SPVNAS alike with the NAS method on classification task, i.e., ignoring the demand of localization information for point cloud segmentation. Contrarily, our method performs NAS on the feature fusion neck part and aims to explore effective feature pyramid architecture. Hence, it is oriented for the segmentation task.

In this paper, we propose a NAS method to search an effective feature pyramid architecture for point clouds semantic segmentation. First, we design a novel pyramidal search space covering all possible communication path for features at different levels in the backbone. Second, inspired by the differentiable NAS methods (Liu et al., 2019; Zhang et al., 2019), we reformulate the designed search space in a continuous relaxation form. The architecture search is mostly achieved via Stochastic Gradient Descent (SGD). The cost of search is very low and takes only 3 h on one 2080Ti GPU for the ScanNet v2 dataset (Dai et al., 2017) and 4 h for the S3DIS dataset (Armeni et al., 2016), which is relatively close to a standard training for the entire segmentation model. As Fang and Lafarge (2019) proposed, instead of achieving state-of-the-art performances, our goal is to propose an architecture search method that can discover a generic feature fusion module to augment the point-wise representation. The proposed searched feature pyramid network, named SFPN, works well with different backbone networks, which shows its effectiveness and generality. The main contributions of our method are summarized as follows:

- Different from conventionally designing the neural network in a manual manner, we propose a network architecture search method for point cloud semantic segmentation. This automation on neural architecture design save massive trial and error by human.
- We design a novel pyramidal search space covering all information communication paths for multi-level features. Besides, the SFPN discovered from this space consists of the most important connections among all the potential ones, thus is able to conduct effective information communication.
- Extensive experiments on ScanNet v2 and S3DIS show the great effectiveness and generality of SFPN. The FPN discovered by our architecture search method can work as a plug-and-play module, which is able to be integrated with different backbones and achieve consistent and significant segmentation performance improvements.

The rest of this paper is organized as follows: Section 2 reviews the related work. Section 3 introduces the proposed method. Section 4 presents and discusses the experimental results. Section 5 concludes this paper as well as limitation and future work.

2. Related work

3D semantic segmentation based on deep learning. PointNet (Qi et al., 2017a) is considered as a pioneer in point set deep learning. By applying a shared MLP on each point individually, it learns pointwise representation for the input point set. Inspired by PointNet, recent works (Li et al., 2018b; Qi et al., 2017b; Wu et al., 2019; Yan et al., 2020; Zhao et al., 2019; Wang et al., 2019; Li et al., 2019) devote to directly processing point cloud. Compared with its projection-based (Su et al., 2015; Boulch et al., 2018) and voxel-based (Maturana and Scherer, 2015; Qi et al., 2016) counterparts, the point-based methods not only avoid heavy computation and expensive memory cost, but also bypass the deleterious quantization error and artifacts, thus make it the mainstream today. In PointNet++ (Qi et al., 2017b), local mini-PointNet is alternated with farthest points sampling to capture the local dependency for each point. Several works focus on improving the subsampling methods. To conduct representative subsampling, PAT (Yang et al., 2019) proposes an end-to-end learnable sampling operation. PointASNL (Yan et al., 2020) uses the nonlocal (Wang et al., 2018b) operation in a local manner to alleviate the biased effect caused by the outlier points. Additionally, some works borrow the idea of message passing neural networks (Justin et al., 2017) to exploit local context effectively. LocSpec (Wang et al., 2018a) constructs the nearest neighbour graphs for each point and conducts spectral graph convolution on these graphs. PointWeb (Zhao et al., 2019) presents a local densely connected graph for input points to exploit the interaction between points. By leveraging the efficiency of grid space, Grid-GCN (Xu et al., 2020) constructs the graph efficiently with higher coverage. Moreover, some works explore convolution operation specific for point clouds. PointCNN (Li et al., 2018b) utilizes the learned X-transformation to transforms the points into a canonical space and then employs standard convolution to exploit local dependency. PointConv (Wu et al., 2019) uses multi-layer perceptrons as the weight function to generate convolution weights and reformulate this convolution in an efficient manner. By learning a local flattening projection, FPConv (Lin et al., 2020) defines the convolution on surface geometry. All these methods focus on developing local feature extractors to construct a more effective backbone network but ignore the feature fusion for the features at different levels in the backbone. Recently, a growing interest in exploring more effective feature fusion neck (Fang and Lafarge, 2019; Lin et al., 2020) is emerging. A 3D pyramid pooling module is proposed by 3D-SPSNet (Fang and Lafarge, 2019) to enrich pointwise features with multi-scale context. APCF-Net (Li et al., 2020) presents an adaptive communication mechanism for multi-level features to capture the scales of contextual information. We follow this trend and aim to discover an effective and general feature pyramid architecture for feature fusion.

Feature Pyramid Network. FPN is widely employed in many image analysis tasks that require multi-scale processing. Lin et al. (2017) firstly propose FPN to generate pyramidal feature representation for image object detection to recognize small pattern more effectively. Using the lateral and top-down connections across adjacent levels, FPN propagates the rich semantic information from high-level features to low-level features, which produces feature representations that are both semantically strong and spatially accurate. Many FPN variants have been proposed to further strengthen multi-level feature fusion. To promote the propagation of localization signals in low levels, PANet (Liu et al., 2018) adds an extra bottom-up pathway on FPN. Li et al. (2018a) introduces an attention mechanism into FPN to achieve feature fusion under the guidance of rich semantic context in high-level features. In recent years, there have been many scientific works propose various cross-level pathways or modules to produce pyramidal feature representation on object detection (Kim et al., 2018; Yu et al., 2018), semantic segmentation (Zhang et al., 2020a) and pose estimation (Zhang et al., 2020b), APCF-Net (Lin et al., 2020) first introduces the feature pyramid architecture into point cloud segmentation. Inspired by this work, we further introduce NAS to explore a more effective and generic FPN with better communication mechanism for multi-level context.

Neural Architecture Search. NAS devotes to automatically discovering top-performing neural network architecture for a certain task. According to (Elsken et al., 2019), a NAS method can be abstracted into three parts: search space, search strategy and performance...
estimation strategy. The search space defines which architectures can be discovered in principle. Prior knowledge about adaptation to the specific task can reduce the size of search space and accelerate the search process. The search strategy details how to select a good architecture in the predefined search space according to the estimated performance returned by the performance estimation strategy. According to the search strategy adopted by a NAS method, NAS can be mainly classified into three categories: 1) Evolutionary Algorithms (EA) based methods (Real et al., 2019; Guo et al., 2020), which evolves the architecture by iterative mutation on the current best architectures. 2) Reinforcement learning based methods (Zoph et al., 2018) utilize a RNN policy controller to produce the actions that specify the architecture. 3) Gradient based methods (Liu et al., 2019; Xu et al., 2019) apply a continuous relaxation on the discrete search space, thus the SGD can be used to conduct the efficient optimization for the search. Most of these proposed methods perform to search on image classification, only a few works focus on more challenging vision task such as semantic segmentation (Chen et al., 2018; Xu et al., 2019; Zhang et al., 2019). Recently, SPVNAS (Tang et al., 2020) propose an efficient 3D perception operator and use NAS to search the optimal architecture for the proposed operator. Different from SPVNAS which focuses on searching the backbone architecture, our method performs NAS on the feature fusion part and aims to explore effective feature pyramid architecture thus is more task-oriented for the segmentation task.

3. Method

Fig. 1 shows the framework of the proposed method. This framework can be divided into two stages: search stage and retrain stage. In each stage, the pipeline of the segmentation system consists of two main components: the feature extractor backbone and the feature fusion neck. The backbone network absorb input point cloud and produce multi-level features, then the feature fusion neck takes over these features and conduct feature fusion for better segmentation. In this paper, we use existing networks as the backbone and explore feature fusion neck using automatical architecture search. The objective is to find an effective FPN architecture to play the role of fusion neck. In the search stage, we conduct the feature pyramid architecture search to discover an effective FPN architecture. In the retrain stage, we integrate the searched FPN with the backbone network and retrain the entire segmentation network.

The retrain stage follows a standard training procedure which is common in existing deep learning approaches. Therefore, here we elaborate the search stage. Firstly, we design the search space in which we search the FPN architecture (Section 3.1). Then, we apply the continuous relaxation on the proposed discrete search space to generate a feature pyramid supernet (Section 3.2). Finally, the supernet is optimized during which the better architectures are emerging over the time (Section 3.3).
3.1. Search space

The search space defines which architectures can be discovered in principle. Previous studies (Radosavovic et al., 2019; Yang et al., 2020) have indicated that the search space plays a significant role in the success of NAS. Therefore, we design a search space that covers all information communication paths across different levels. The communication paths in the designed search space can be formulated as a directed acyclic graph (DAG) (Section 3.1.1). Furthermore, we adopt a bidirectional search strategy (Section 3.1.2) to strengthen the effectiveness of communication. As a result, this DAG can be divided into two parts: the top-down cell and the bottom-up cell. To strengthen the supervision for features at each level, we use a representation head (Section 3.1.3) to rescale and integrate all the features in the pyramid into a final fusion. Fig. 2 shows the designed FPN search space. The stripes with four colors denote the pyramidal features. Different arrows represent different operations in the search space.

3.1.1. Information communication DAG

We take the top-down cell for example to illustrate the communication path configuration in our designed search space. This configuration has a symmetric fashion in the bottom-up cell.

**Nodes.** The top-down cell can be abstracted as a DAG composed of an ordered sequence of nodes \( {F}_i^1 | 1 \leq i \leq 6, 1 \leq r \leq 4 \), where \( i \) denotes the order index and \( r \) denotes the resolution level. These nodes can be cut into two subsets: the input nodes \( \{ {F}_1^1, {F}_2^1, {F}_3^1, {F}_4^1 \} \) and the intermediate nodes \( \{ {F}_5^1, {F}_6^1, {F}_7^1, {F}_8^1 \} \). The input nodes are the features generated at different levels by the backbone while the intermediate nodes are the acquired features in this top-down fusion feature pyramid. From \( {F}_1^1 \) to \( {F}_4^1 \) and \( {F}_5^1 \) to \( {F}_8^1 \), the resolution is gradually subsampled.

**Edges.** Each directed edge \((i, j)\) between node \( {F}_i^1 \) and node \( {F}_j^1 \) is associated with some operation \( O^{(i, j)} \in \mathcal{C} \), that transforms \( {F}_i^1 \). The set of possible operations includes the following operators:

- no connection (none)
- 9 K N N max pooling
- 9 K N N dilated max pooling with dilation rate 3
- 9 K N N edg e conv olution
- 9 K N N dilated edg e conv olution with dilation rate 3

Considering that the spatial-awareness and receptiveness field are relatively important for the feature fusion involving multiple levels, dilated operators are introduced to our search space.

**Communication paths.** Under the setting about the edges and nodes described above, the information communication paths can be formulated as:

\[
{F}_j^1 = \sum_{i \in \mathcal{G}} S(O^{(i, j)}(F_i^1))
\]

(1)

where \( 5 \leq j \leq 8 \). Each intermediate node is computed based on all of its predecessors. An operator \( O^{(i, j)}(\cdot) \) is first applied on each predecessor node of the intermediate node \( F_i^1 \). Then, an upsampling or downsampling operator \( S(\cdot) \) will be utilized to rescale the nodes into the corresponding target resolution at level \( r_j \). Finally, all the transformed predecessors are summed to determine the target intermediate node \( F_j^1 \).

Note that, once the target intermediate node share the same resolution as its predecessor node, it is not necessary to apply any nonlinear feature transformation and sampling operator. Therefore, we set \( O^{(i, j)}(\cdot) \) to be an simple identity copy operator and cancel \( S(\cdot) \) under this circumstance.

3.1.2. Bidirectional search

To further strengthen the effectiveness of multi-level information communication, we follow a bidirection search strategy to design our FPN search space. The search space consists of a top-down cell and a bottom-up cell. The bottom-up cell take the output of the top-down cell as input. The only difference between them is the level configuration of the intermediate nodes. Different from the top-down cell described in Section 3.1.1, the bottom-up cell place its multi-level intermediate nodes in an reverse order, i.e., \( \{ F_5^1, F_6^1, F_7^1, F_8^1 \} \). Fig. 2 illustrates this difference.

3.1.3. Representation head

After adequate information communication across different levels, a mixed feature pyramid which contains both semantically rich and spatially accurate representation can be obtained. Before inputting to the final point-wise classifier, this feature pyramid should be squeezed into point-wise representations. The spatial size and the number of channels of high-level features are rescaled to the lowest level. Then all these features are concatenated together. Different from the U-Net framework employed by previous works (Qi et al., 2017b; Yang et al., 2021), Wu et al. (2019) which only utilize the highest-resolution feature, we push the features at all levels to the final classifier, which strengthen the supervision for the FPN.

3.2. Continuous relaxation

**Architecture parameters.** Following DARTS (Liu et al., 2019), we use the continuous relaxation by introducing an architecture parameter \( a \in \mathbb{R}^{N \times C \times 4} \), where \( |\mathcal{C}| \) refers to the number of possible operators and \( |\mathcal{O}| \) denotes the number of edges. The categorical choice of a particular operation is relaxed to a softmax distribution \( a = \{ a_{ij}^{(i, j)} | (i, j) \in \mathcal{O}, \, O \in \mathcal{C} \} \) over all the possible operators:

\[
\mathcal{O}^{(i, j)}(x) = \sum_{O \in \mathcal{C}} \frac{\exp(a_{ij}^{(i, j)})}{\sum_{O \in \mathcal{C}} \exp(a_{ij}^{(i, j)})} O(x)
\]

(2)

**Algorithm 1.** optimization for the FPN search

for edge \((i, j)\) in \( \mathcal{O} \) do
Create a mixed operation \( \mathcal{O}^{(i, j)}(x) \) parameterized by initializing \( a_{ij}^{(i, j)} \) for each edge \((i, j)\).

while not converged do
1. Fixing architecture \( a \), update weight \( w \) by descending \( \nabla_w \mathcal{L}_\mathcal{S}(w, a) \).
2. Fixing weight \( w \), update architecture \( a \) by descending \( \nabla_a \mathcal{L}_\mathcal{S}(w, a) \).
Decode the discrete architecture from the learned \( a \).

Therefore, the architecture search is reformulated as the learning for \( a \). Furthermore, together with the network parameter \( w \), the designed search space in Section 3.1 can be instantiated as a feature pyramid supernet \( \mathcal{S}(a, w) \). Consequently, the search process in the search space can be converted into the optimization for this supernet.

**Decoding architecture from \( a \).** After the search, a discrete architecture can be derived from the architecture parameter. For each edge \((i, j)\), the mixed operation \( \mathcal{O}^{(i, j)}(x) \) is replaced with the most likely operator, i.e., \( \mathcal{O}^{(i, j)} = \arg\max_{O \in \mathcal{C}} a_{ij}^{(i, j)} \). For each intermediate node, \( K \) edges with the top intensity are retained in the final architecture. We use \( K = 2 \) due to the trade-off between effectiveness and efficiency.

3.3. Optimization

Using continuous relaxation, the architecture search can be reformulated as the joint optimization for the entire network parameter \( w \) and the FPN architecture parameter \( a \). As mentioned at the beginning of Section 3, the objective is to find an effective FPN architecture to play the role of fusion neck. Therefore, the FPN architecture parameter \( a \) only involves the fusion neck. Note that we do not use a pre-trained backbone network in the search process to keep an end-to-end style. As a result, \( w \) involves the weight parameters of all the three components of the entire network including the backbone network, the feature fusion neck and...
4.7

\[ \text{mIoU} = \frac{\sum_{i=1}^{N} \text{IoU}_i}{N} \]  

4.8

\[ \text{IoU}_i = \frac{p_{k_i}}{p_{i} + \sum_{j \neq i} p_{j} + \sum_{j \neq i} p_{k_j}} \]  

where \( p_{k_i} \) is class \( i \) predicted to be the correct class \( i \), \( p_i \) denotes the number of points belong to class \( i \) but are misclassified as class \( j \), \( p_{k_j} \) denotes the number of points belong to class \( k \) but are misclassified as class \( i \), and \( N \) is the total number of classes. \( \text{IoU}_i \) denotes Interaction-over-Union of the class \( i \).

4. Results and discussion

In this section, we conducted extensive experiments to evaluate our proposed method. Section 4.1 introduced the experimental settings. Section 4.2 and Section 4.2 presented the segmentation results on ScanNet v2 and S3DIS, respectively. Section 4.4 analyzed the architecture search.

4.1. Experiment settings

Datasets. We conducted extensive experiments on ScanNet v2 (Dai et al., 2017) and S3DIS (Armeni et al., 2016). The ScanNet v2 dataset includes 1513 scans for training and 100 scans for testing. The number of the category is 21. The labels of the test dataset is only available in the official evaluation server, therefore we submitted the prediction on test dataset. The S3DIS dataset contains 13 classes. It contains 6 large-scale point clouds of 271 rooms, which are collected from 3 different buildings.

Implementation details. Note that our goal is not to achieve state-of-the-art performance, but to improve the segmentation performance of existing network. Therefore, in this paper, we use PointNet++ and PointConv as the baseline networks to evaluate our SFPN. Specifically, we fix all the hyperparameters and experiments protocol while only compare the results with and without using SFPN. In the comparison with PointConv, we replace the origin enormous decoder with SFPN. Besides a significant segmentation improvement, this replacement leads to a much higher efficiency.

4.2. Semantic segmentation on the ScanNet v2 Dataset

The ScanNet v2 dataset (Dai et al., 2017) provides 1513 3D indoor scene scans, which can be split into 1201 scans to form the training set and 312 scans to form the validation set. We follow the experiment protocol adopted by FPConv (Lin et al., 2020). To preprocess the training data, we randomly sample 2m × 2m × 3m cubes with 8192 points. While for validation or testing, all points are covered. We use 3D coordinates without RGB as the input of our model. As described in Section 3.3, during the architecture search, the training data and validation data are respectively used for updating the model parameters and the architecture parameters. In the search stage, to reduce the computational cost, we use PointNet++ as the backbone for our entire segmentation model. The number of training epochs for the search is 40. Fig. 3 depicted that the searched feature pyramids architecture on two test datasets. The color of black, blue, yellow, red and green are meaning different operations of identity copy, 9-knn max pooling, 9-knn max pooling with dilation rate 3, 9-knn edge conv and 9-knn edge conv with dilation rate 3, respectively. Fig. 3 (a) shows the searched feature pyramid architecture on ScanNet v2. In the training stage, we respectively use the PointNet++ and PointConv as the backbone to demonstrate the generality and effectiveness of the FPN architecture obtained in the search stage. We train the whole model (i.e., PointNet++/PointConv plugged with the searched FPN) for 300 epochs. The evaluation are conducted on the online test dataset.

Table 1

<table>
<thead>
<tr>
<th>Method</th>
<th>mIoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>PointCNN (Li et al., 2018b)</td>
<td>45.8</td>
</tr>
<tr>
<td>MS-PCNN (Ma et al., 2021)</td>
<td>56.8</td>
</tr>
<tr>
<td>PointConv-C (Jin et al., 2020)</td>
<td>60.9</td>
</tr>
<tr>
<td>HPEIN (Jiang et al., 2019)</td>
<td>61.8</td>
</tr>
<tr>
<td>FusionAwareConv (Zhang et al., 2020b)</td>
<td>63.0</td>
</tr>
<tr>
<td>PointASNL (Yan et al., 2020)</td>
<td>63.0</td>
</tr>
<tr>
<td>APCF-Net (Lin et al., 2020)</td>
<td>62.1</td>
</tr>
<tr>
<td>PointNet++ (Qi et al., 2017b)</td>
<td>55.3</td>
</tr>
<tr>
<td>PointNet++-SFPN (Ours)</td>
<td>63.1</td>
</tr>
<tr>
<td>PointConv-Wu et al., 2019)</td>
<td>59.4</td>
</tr>
<tr>
<td>PointConv-SFPN (Ours)</td>
<td>64.1</td>
</tr>
</tbody>
</table>

(↑ 4.7)
method and evaluate our searched FPN in exactly the same experiment protocol. Table 1 reports the mIoU results by comparing our proposed method with existing methods.

We can see that both PointNet++-SFPN and PointConv-SFPN achieve remarkable performance improvement. Specifically, PointNet++-SFPN and PointConv-SFPN respectively obtain a mIoU gain of 7.8% and 4.7% against their baselines (indicated by the red arrows and numbers). In addition, the IoU comparison for each category is shown in Table 2. It can be seen that PointNet++-SFPN and PointConv-SFPN obtain IoU improvement in most categories. This demonstrates both the effectiveness and generality of the searched architecture. Furthermore, our PointConv-SFPN surpasses all the latest methods in an evident margin.

Table 2

<table>
<thead>
<tr>
<th>Method</th>
<th>bathtub</th>
<th>bed</th>
<th>bookshelf</th>
<th>cabinet</th>
<th>chair</th>
<th>counter</th>
<th>curtain</th>
<th>desk</th>
<th>door</th>
<th>floor</th>
</tr>
</thead>
<tbody>
<tr>
<td>PointNet++</td>
<td>63.3</td>
<td>64.8</td>
<td>65.9</td>
<td>43.0</td>
<td>80.0</td>
<td>39.0</td>
<td>59.2</td>
<td>45.4</td>
<td>37.1</td>
<td>93.9</td>
</tr>
<tr>
<td>PointNet++-SFPN</td>
<td>77.1</td>
<td>69.2</td>
<td>67.2</td>
<td>52.4</td>
<td>83.7</td>
<td>44.0</td>
<td>70.6</td>
<td>53.8</td>
<td>44.6</td>
<td>94.4</td>
</tr>
<tr>
<td>(Ours)</td>
<td>(↑13.8)</td>
<td>(↑4.4)</td>
<td>(↑1.3)</td>
<td>(↑1.8)</td>
<td>(↑3.7)</td>
<td>(↑5.0)</td>
<td>(↑11.4)</td>
<td>(↑7.5)</td>
<td>(↑7.5)</td>
<td>(↑0.5)</td>
</tr>
<tr>
<td>PointConv</td>
<td>74.4</td>
<td>65.1</td>
<td>65.1</td>
<td>51.7</td>
<td>78.0</td>
<td>41.9</td>
<td>58.7</td>
<td>45.0</td>
<td>39.3</td>
<td>94.9</td>
</tr>
<tr>
<td>PointConv-SFPN</td>
<td>77.6</td>
<td>70.3</td>
<td>72.1</td>
<td>55.7</td>
<td>82.6</td>
<td>45.1</td>
<td>67.2</td>
<td>56.3</td>
<td>48.3</td>
<td>94.3</td>
</tr>
<tr>
<td>(Ours)</td>
<td>(↑3.2)</td>
<td>(↑5.2)</td>
<td>(↑7.0)</td>
<td>(↑6.0)</td>
<td>(↑4.6)</td>
<td>(↑3.2)</td>
<td>(↑8.5)</td>
<td>(↑11.1)</td>
<td>(↑9.0)</td>
<td>(↑0.0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>otherfurniture</th>
<th>picture</th>
<th>refrigerator</th>
<th>shower</th>
<th>sink</th>
<th>sofa</th>
<th>table</th>
<th>toilets</th>
<th>walk</th>
<th>window</th>
</tr>
</thead>
<tbody>
<tr>
<td>PointNet++</td>
<td>36.8</td>
<td>13.6</td>
<td>38.8</td>
<td>44.8</td>
<td>56.0</td>
<td>71.5</td>
<td>48.6</td>
<td>88.2</td>
<td>72.0</td>
<td>46.2</td>
</tr>
<tr>
<td>PointNet++-SFPN</td>
<td>42.1</td>
<td>21.9</td>
<td>55.2</td>
<td>75.1</td>
<td>59.1</td>
<td>73.7</td>
<td>54.3</td>
<td>90.1</td>
<td>76.8</td>
<td>55.7</td>
</tr>
<tr>
<td>(Ours)</td>
<td>(↑5.3)</td>
<td>(↑8.3)</td>
<td>(↑18.4)</td>
<td>(↑20.3)</td>
<td>(↑3.1)</td>
<td>(↑2.2)</td>
<td>(↑5.7)</td>
<td>(↑1.9)</td>
<td>(↑4.8)</td>
<td>(↑9.5)</td>
</tr>
<tr>
<td>PointConv</td>
<td>37.0</td>
<td>17.1</td>
<td>54.0</td>
<td>69.1</td>
<td>63.9</td>
<td>67.4</td>
<td>49.0</td>
<td>87.2</td>
<td>76.7</td>
<td>50.6</td>
</tr>
<tr>
<td>PointConv-SFPN</td>
<td>42.5</td>
<td>16.2</td>
<td>64.4</td>
<td>72.6</td>
<td>65.9</td>
<td>70.9</td>
<td>57.2</td>
<td>87.5</td>
<td>78.6</td>
<td>55.9</td>
</tr>
<tr>
<td>(Ours)</td>
<td>(↑5.5)</td>
<td>(↑0.9)</td>
<td>(↑10.4)</td>
<td>(↑3.5)</td>
<td>(↑0.0)</td>
<td>(↑3.5)</td>
<td>(↑8.2)</td>
<td>(↑0.3)</td>
<td>(↑1.9)</td>
<td>(↑5.3)</td>
</tr>
</tbody>
</table>

Fig. 4. Visualization of segmentation results of the baseline network PointNet++ and its SFPN variant on the ScanNet v2 dataset.
Table 3

Comparison with existing methods on the S3DIS dataset in mIoU.

<table>
<thead>
<tr>
<th>Method</th>
<th>mIoU(%)</th>
<th>OA(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PointNet++ (Qi et al., 2017a)</td>
<td>59.3</td>
<td>86.0</td>
</tr>
<tr>
<td>PointNet++-SFPN (Ours)</td>
<td>63.8</td>
<td>88.3</td>
</tr>
<tr>
<td>PointConv (Wu et al., 2019)</td>
<td>57.2</td>
<td>86.9</td>
</tr>
<tr>
<td>PointConv-SFPN (Ours)</td>
<td>60.9</td>
<td>87.5</td>
</tr>
</tbody>
</table>

Note that, we do not focus on achieving state-of-the-art performance, but to improve the segmentation performance of existing networks. We notice that both PointConv-CE and APCF-Net develop a plug-and-play module on PointConv, which follow a similar strategy with ours. Although both of these two methods achieve significant improvement against the baseline PointConv, our method is able to earn a larger performance gains than them.

Qualitative visualization. To exhibit the comparison intuitively, we visualize the semantic segmentation results of PointNet++ and PointNet++-SFPN on several challenging scenes in Fig. 4. We use red boxes to highlight the main difference between these visualization. As shown in Fig. 4, we selected five scenes from the ScanNet v2 dataset listed from up to bottom. The first column is examples of RGB point clouds, the second column is segmentation ground truth, the third and fourth column are baseline of PointNet++ and combination of PointNet++ and our proposed SFPN module. Our PointNet++-SFPN generates much more accurate segmentation that its baseline network PointNet++. With the searched feature pyramid network, our method is able to capture much larger context information in a large receptive field and avoid some misclassification on large object. For example, on Scene00549_00, PointNet++ predicts the arm of the sofa as chair and misclassify some points on the wall. On in Scene0701_01, PointNet++ classify a part of the table as other furniture. This kind of mistake is mainly due to the lack of adequate context for PointNet++ to exploit. In addition, our network can manage more fine-grained details than its baseline. In Scene0095_01, PointNet++ predicts a few points on the table as desk. In Scene0131_01, PointNet++ commit some mistakes in the adjacent areas of objects. However, with SFPN, our proposed network can provide with more semantically rich high-resolution representation and avoid these errors.

4.3. Semantic segmentation on the S3DIS Dataset

The S3DIS dataset (Armeni et al., 2016) contains point clouds scanned from 6 large-scale indoor areas. These areas vary in appearance and structure, including office, copyroom, hallways, conference rooms, auditoriums and lounges areas. Similar to ScanNet, we adopt the same way to prepare the data. In the searching stage, we use the data of 1 ~ 4 area to update the model parameters and use the Area-6 data to update the architecture parameters. To reduce the search cost, we use PointNet++ as the backbone and only conduct the search for 30 epochs.

Table 4

Segmentation results on the S3DIS dataset (Area-5) in per-class IOU (%).

<table>
<thead>
<tr>
<th>Method</th>
<th>ceiling</th>
<th>floor</th>
<th>wall</th>
<th>beam</th>
<th>column</th>
<th>window</th>
<th>door</th>
</tr>
</thead>
<tbody>
<tr>
<td>PointNet++</td>
<td>91.35</td>
<td>97.29</td>
<td>79.59</td>
<td>0.00</td>
<td>26.04</td>
<td>51.51</td>
<td>40.64</td>
</tr>
<tr>
<td>PointNet++-SFPN (Ours)</td>
<td>93.36</td>
<td>97.68</td>
<td>81.92</td>
<td>0.00</td>
<td>25.81</td>
<td>64.15</td>
<td>37.94</td>
</tr>
<tr>
<td>PointConv (Wu et al., 2019)</td>
<td>93.49</td>
<td>97.99</td>
<td>79.61</td>
<td>0.12</td>
<td>19.42</td>
<td>55.86</td>
<td>25.22</td>
</tr>
<tr>
<td>PointConv-SFPN (Ours)</td>
<td>97.76</td>
<td>97.99</td>
<td>80.24</td>
<td>0.00</td>
<td>30.98</td>
<td>58.23</td>
<td>22.85</td>
</tr>
<tr>
<td>Method</td>
<td>table</td>
<td>chair</td>
<td>sofa</td>
<td>bookcase</td>
<td>board</td>
<td>clutter</td>
<td></td>
</tr>
<tr>
<td>----------------------</td>
<td>---------</td>
<td>-------</td>
<td>------</td>
<td>-----------</td>
<td>-------</td>
<td>---------</td>
<td></td>
</tr>
<tr>
<td>PointNet++</td>
<td>73.79</td>
<td>84.70</td>
<td>48.82</td>
<td>66.93</td>
<td>57.34</td>
<td>46.50</td>
<td></td>
</tr>
<tr>
<td>PointNet++-SFPN (Ours)</td>
<td>78.54</td>
<td>86.80</td>
<td>64.94</td>
<td>73.05</td>
<td>70.33</td>
<td>55.49</td>
<td></td>
</tr>
<tr>
<td>PointConv (Wu et al., 2019)</td>
<td>81.47</td>
<td>88.10</td>
<td>63.12</td>
<td>70.12</td>
<td>58.79</td>
<td>52.48</td>
<td></td>
</tr>
<tr>
<td>PointConv-SFPN (Ours)</td>
<td>87.87</td>
<td>87.90</td>
<td>53.48</td>
<td>70.12</td>
<td>63.14</td>
<td>54.61</td>
<td></td>
</tr>
</tbody>
</table>
Fig. 5. Examples of semantic segmentation results of the baseline network PointConv and its SFPN variant on S3DIS dataset.
4.4. Architecture search analysis

Automatically search vs. random sampling. Previous studies (Radosavovic et al., 2019; Yang et al. (2020) have indicated that the search space plays a important role in the success of NAS. In this paper, we designed a search space covering all information communication paths for multi-level features. In addition, as described in Section 3.2, we applied a continuous relaxation on the designed search space and then conduct automatically search via SGD. To show that the success of our architecture search method does not entirely come from the search space, we compared the FPN architectures searched by SGD with the randomly sampled ones in the proposed search space. Specifically, we first randomly initialized the architecture parameters $\alpha$ and then decoded the architecture from $\alpha$. This sampling will be conducted for 10 times and we get 10 random sampled FPN architectures. Meanwhile, we used our search methods to discover 10 FPN architectures. The backbone network in this experiment is PointNet++ (Qi et al., 2017b) or PointConv (Wu et al., 2019) integrated with our searched FPN can surpass many manually designed networks. Among all existing manually designed networks, APCF-Net is the only one that utilizes FPN for feature fusion. Moreover, APCF-Net adopted PointConv as the backbone network, which is same as our proposed PointConv-SFPN. To further demonstrate the effectiveness of our searched architecture against manually designed one, we conducted a more comprehensive comparison on APCF-Net and our PointConv-SFPN. Table 5 reports the comparison results in mIoU and the parameters. Compared with APCF-Net, our PointConv-SFPN can achieve higher segmentation performance with considerable less parameters, which is shown that the feature pyramid architecture discovered by our method enjoys stronger generalization power and higher parameter efficiency. It is more suitable for a variety of networks and modules with real-time requirements. Mainly due to the operator of APCF-Net for

![Fig. 6. Comparison between the automatically search and random sampling in the proposed search space.](image)

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Comparison between our searched FPN and the manually designed FPN.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>Test mIoU(%)</td>
</tr>
<tr>
<td>APCF-Net (Lin et al., 2020)</td>
<td>63.1</td>
</tr>
<tr>
<td>PointConv-SFPN (ours)</td>
<td>64.1</td>
</tr>
</tbody>
</table>

4.4. Architecture search analysis

Automatically search vs. random sampling. Previous studies (Radosavovic et al., 2019; Yang et al. (2020) have indicated that the search space plays an important role in the success of NAS. In this paper, we designed a search space covering all information communication paths for multi-level features. In addition, as described in Section 3.2, we applied a continuous relaxation on the designed search space and then conduct automatically search via SGD. To show that the success of our architecture search method does not entirely come from the search space, we compared the FPN architectures searched by SGD with the randomly sampled ones in the proposed search space. Specifically, we first randomly initialized the architecture parameters $\alpha$ and then decoded the architecture from $\alpha$. This sampling will be conducted for 10 times and we get 10 random sampled FPN architectures. Meanwhile, we used our search methods to discover 10 FPN architectures. The backbone network in this experiment is PointNet++. We conducted this comparison on ScanNet v2 and these architecture were evaluated on the validation split (frequent submission for testing split result online is forbidden). As shown in Fig. 6, there are two boxes by red and blue that are denoting the mIoU distribution of proposed SFPN model and random model. The horizontal axis represents the amount of parameters, ranging from 4 million to 5.75 million, and the vertical axis represents mIoU. The red box contains the results using SFPN model and the blue box is including the results by random model. It is obviously illustrated that: 1) In general, the searched architectures by SGD outperforms the randomly sampled ones both on the segmentation performance and parameter efficiency, which is suggesting that the search algorithm benefits the proposed architecture search method more. 2) Though much more difficult than the automatically search by SGD, random sampling can still produce a relative good architecture, which can be ascribed to the reasonable design of the search space.

Automatical search vs. manual design. Table 1 and Table 3 have shown that PointNet++ (Qi et al., 2017b) or PointConv (Wu et al., 2019) integrated with our searched FPN can surpass many manually designed networks. Among all existing manually designed networks, APCF-Net is the only one that utilizes FPN for feature fusion. Moreover, APCF-Net adopted PointConv as the backbone network, which is same as our proposed PointConv-SFPN. To further demonstrate the effectiveness of our searched architecture against manually designed one, we conducted a more comprehensive comparison on APCF-Net and our PointConv-SFPN. Table 5 reports the comparison results in mIoU and the parameters. Compared with APCF-Net, our PointConv-SFPN can achieve higher segmentation performance with considerable less parameters, which is shown that the feature pyramid architecture discovered by our method enjoys stronger generalization power and higher parameter efficiency. It is more suitable for a variety of networks and modules with real-time requirements. Mainly due to the operator of APCF-Net for

<table>
<thead>
<tr>
<th>Table 6</th>
<th>Architecture transferability in mIoU(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Search</td>
<td>Train</td>
</tr>
<tr>
<td></td>
<td>ScanNet</td>
</tr>
<tr>
<td>ScanNet</td>
<td>63.5(15.1)</td>
</tr>
<tr>
<td>S3DIS</td>
<td>63.4(15.0)</td>
</tr>
</tbody>
</table>
Fig. 7. Architecture evolution. Snapshots of the architecture search are in epoch 0, 1, 5, 10, 20 and 40, respectively.
constructing feature pyramid network is the PointConv operator, whose
calculation is relatively large. Whereas the PointConv-SFPN used the
lighter edge conv operator, the efficiency can be greatly improved.

Architecture transferability. To verify the performance of trans-
ferability, i.e., whether a FPN architecture searched in one dataset can
perform well in another dataset, we tested the architecture transfer-
ability of our SFPN between ScanNet v2 and S3DIS. As shown in
Table 6, SFPN perform a preferable architecture transferability between
different datasets in general. The red upward arrows indicate the growth
rates. Noted that, the reported mIoU on ScanNet v2 is the result on the
validation split because frequent submission for test split result online is
forbidden by the benchmark website. We can see that, with the archi-
tecture searched in PointNet++, our method boosts 5.1% mIoU for
ScanNet and 5.5% in PointConv, respectively. The different datasets in
these two networks, the transferability is less than the same datasets. It
boosts by 3.3% of mIoU for ScanNet to S3DIS in PointNet++, which is
less than the performance from the same datasets.

Architecture evolution. To provide an intuition on the architecture
evolution during the search, we presented the snapshots of the archi-
tecture search in epoch 0, 1, 5, 10, 20 and 40, respectively. As shown in
Fig. 7(a), the architecture roughly evolves from the bottom right corner
to the top left corner of the scatter plot. The red points means that the
mIoU values varies with times of epoch and the number of parameters.
This evolutionary trajectory from the direction of the arrow further
demonstrates the effectiveness of our architecture search method. Fig. 7
(b) visualizes the architecture in each snapshot epoch including the
various connection paths and states among features of each level.
The physical meaning of different color of black, blue, yellow, red and green
are the same with Fig. 3. It is illustrated that mIoU will be comparable
higher and the parameter scale could be the smallest to reach 4.2 million
as the epoch set to 40.

5. Conclusion

We proposed a feature pyramid architecture search method to
automatically discover effective feature fusion necks for 3D indoor
LiDAR point clouds semantic segmentation, which is the first attempt to
extend NAS to feature fusion for point cloud segmentation task. The
search space is specially designed for segmentation, which covers all
possible information communication for features at different levels.
Compared to the networks of PointNet++ and PointConv as the base-
line, the searched feature pyramid network can work as a plug-and-play
module to be integrated with any point-wise representation learning
network. It strengthens point-wise features with more information both
on semantic and localization by conducting communication across
multi-level features. Extensive experiments demonstrate the generality
and effectiveness of our method. Our method increases the performance
by 7.8% and 4.7% in mIoU against the baseline networks. Compared
with the manually designed FPN, our proposed SFPN reduces the parameter number by 4 millions (almost 30%) and improves the seg-
mentation mIoU by 1%. Moreover, the experimental results demonstrate the excellent transferability of our method. Although the time cost of the search is relatively cheap (i.e., 3 h on ScanNet and 4 h on S3DIS),
the amount of GPU memory occupation during the search process is too
large. The huge memory occupation prevents us from considering more
potential operators for the search space, which limits the size of the search
space.

In the future, we plan to develop more memory-efficient architecture
search method by introducing the architecture sampling trick into the
searching process. Moreover, we will apply our method on more chal-
lenge outdoor data from various acquisition, such as TLS, Mobile or
Airborne. Furthermore, we also want to extend our approach to other
tasks, such as point cloud reconstruction and instance segmentation.
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