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Abstract—Automatic building extraction from remote sensing imagery is crucial to urban construction and management. To address the main challenges of diverse building scale and appearance, this letter proposes an automatic building instance extraction method based on an improved hybrid task cascade (HTC). Our method consists of three components by obtaining high-resolution representation, defining guided anchor, and forming focal loss to boost the adaptability of automatic building instance extraction. Comprehensive experimental results on WHU aerial building data set demonstrated that compared with the mainstream Mask R-CNN method, our method increased AP and AR in bounding box branch and mask branch by 9.8%–6.5% and 10.7%–8.0% respectively, especially APs and APL in the two branches by 10.1%–6.9% and 3.4%–2.4%, respectively. We evaluated the effectiveness and complexity of these components separately and discussed the universality and practicability of deep learning method in automatic building extraction.

Index Terms—Aerial imagery, building extraction, deep learning, hybrid task cascade, instance segmentation.

I. INTRODUCTION

AUTOMATIC extraction of large-scale, high-precision, and periodic building rooftop information from remote sensing imagery is an urgent need for urban planning, disaster response, environmental monitoring, and other application research. In view of the challenges of different remote sensing imaging principles, abundant types and details of ground objects, complex scene structure and distribution, diverse building scale and appearance, how to accurately and efficiently automate building extraction have always been a frontier topic in the field of remote sensing image analysis.

Traditional methods require experts to design appropriate building feature representations (edge and shadow [1], spectrum and context [2], color and shape [3], semantics and height [4], etc.) based on experience and then combine with corresponding algorithms to identify and extract pixel-level buildings. Since many complicated and changeable factors (light, atmospheric condition, season, sensor quality, building scale and appearance, environment, etc.) may affect empirical design features, traditional methods usually can only deal with specific issues with specific data, and their accuracy and efficiency are difficult to meet the needs of different tasks and practical applications.

In recent years, deep learning methods have surpassed and gradually replaced traditional empirical design feature methods by virtue of the ability of convolutional neural network (CNN) to automatically learn multilevel feature representations [5], [6]. A large number of deep learning literature studies are devoted to semantic segmentation methods for extracting pixel-level buildings. These methods mainly improve multiscale inference, enrich context information, alleviate data class imbalance, optimize building boundaries, eliminate salt and pepper noise and fill holes, fuse multi-source data, to make fully convolutional network (FCN) [7], [8] (including U-Net [9], [10], DeconvNet [11], SegNet [12], and other variants) models more suitable for complex remote sensing image background and small-sized building targets. A small number of deep learning literature studies focus on emerging instance segmentation methods for obtaining object-level buildings (i.e. building instances). Compared with the semantic segmentation that only judges the semantic category of each pixel, the instance segmentation that finely distinguishes each building (including location, contour, area, and other information) has more application value and urgently needs technical expansion. Related instance studies based on the Mask R-CNN [13] model mainly regularize mask contour [14], ameliorate mask of building edge [15], expand mask receptive field [16], design and adjust the rotation angle and aspect ratio of anchors [16], but these methods still have obvious limitations in adapting to the extreme scale and heterogeneous appearance of buildings. The application and development of existing deep learning methods are generally restricted by the limited amount of labeled remote sensing data. Semi-supervised learning (e.g., MixMatch [17]), unsupervised learning (e.g., MoCo [18]), data synthesis (e.g., GAN [19]), and other research to mitigate the data reliance of
CNN or reduce the cost of data labeling will be conducive to break through the above dilemma.

To address the main challenges of diverse building scale and appearance, this letter proposes an automatic building instance extraction method from high-resolution aerial imagery based on improved hybrid task cascade [20] architecture. Our main contributions are summarized as follows: 1) leverage HRNetV2p [21] instead of ResNet and FPN as backbone network to obtain high-resolution representation; 2) define a guide anchoring [22] mechanism to generate dynamically predicted anchors; and 3) form the classification loss of guided anchoring region proposal network (GA-RPN) [22] from cross entropy (CE) to focal loss (FL) [23] to alleviate data class imbalance and pay attention to the difference in the difficulty of sample classification. Comprehensive experiments based on WHU aerial building data set [6] show that our method outperforms state-of-the-art instance segmentation methods for accuracy and smaller module scale in the complex urban environment.

II. METHOD

The model architecture of our method is shown in Fig. 1: First, input aerial images into HRNetV2p [21] to extract rooftop features and construct a feature pyramid. Second, guided anchoring region proposal network (GA-RPN) [22] leverages semantic features in the feature pyramid to find possible image regions with buildings and generate anchors according to the location and then classifies (cls) and regresses (reg) anchors to screen out proposals (i.e., candidate building bounding boxes). Third, these proposals are dynamically mapped to the corresponding feature maps to extract regions of interest (RoIs) of various sizes. Each RoI is pooled into a fixed size feature map (e.g., 7 × 7 or 14 × 14) by RoIAlign [13] layer. Finally, fully connected bounding box branch (B) and fully convolutional mask branch (M) are interleaved cascade in three stages to predict the bounding box (bbox) and mask of each RoI. The regression results of $B_{i−1}$ are mapped to the feature pyramid to regenerate RoIs for training of $B_{i}$ and $M_{i−1}$. The mask features of $M_{i−1}$ are embedded in $M_{i}$ and then fused with the backbone features by element-wise sum. Fully convolutional semantic segmentation branch (S) predicts the semantic category of all pixels in the whole image. The semantic segmentation features with encoded spatial contexts are fused with the mask features of each stage by element-wise sum. In summary, this model architecture integrates the features of each branch in each stage to gradually ameliorate bbox regression and mask prediction.

A. High-Resolution Representation

The architecture of HRNetV2p [21] is shown in Fig. 2: 1) One set of high-resolution convolution and three sets of low-resolution convolution are connected in four stages in parallel to maintain high-resolution representation and repeatedly fuse high-to-low resolution representations; 2) low-resolution representations are upsampled to high-resolution representations by bilinear interpolation, and four representations are then fused by 1-strided $1 \times 1$ convolution; and 3) hybrid representation is downsampled to multiple levels by average pooling to construct a feature pyramid. Our method sets the number of channels of high-resolution convolution to 32 (i.e., HRNetV2p-W32 [21]) and the 2nd, 3rd, and 4th stages to 1, 4, and 3 repeated multiresolution convolution blocks, respectively.

B. Guided Anchor

In building extraction task, the disadvantages of the traditional sliding window mechanism are as follows: dense anchors evenly distributed in the background region waste many computing resources; manually predefined anchor shapes (aspect ratio and size) are not necessarily suitable for buildings with extreme aspect ratio or size. Our method defines a guided anchoring [22] mechanism to generate sparse and variable-shaped anchors to solve the above problems. The joint conditional probability formula of guided anchor is defined as

$$p(x, y, w, h \mid I) = p(x, y \mid I)p(w, h \mid x, y, I) \quad (1)$$

where $I$ is given image feature, $(x, y)$ is the anchor center location, $(w, h)$ is the anchor shape (width, height). For each feature map $F_{i}$ output in the feature pyramid, the guided anchoring process based on above formula principle is shown in Fig. 3: 1) $N_{L}$ (a $1 \times 1$ convolution + sigmoid) and $N_{S}$ (a $1 \times 1$ convolution + nonlinear transformation of $w$ and $h$) branches in anchor generation module output single-channel and dual-channel maps with the same resolution as $F_{i}$, respectively, representing the center location probability and the optimal shape with the highest overlap with the nearest ground truth bounding box; 2) $N_{F}$ (a $1 \times 1$ convolution + a $3 \times 3$ deformable convolution) branch in feature adaptation module applies deformable convolution according to each position offset to make the feature map perceive and adapt various anchor shapes ($F_{i} \rightarrow F_{j}$) for subsequent classification and regression of anchors. Our method shares anchor generation parameters among all involved feature levels and only uses 300 proposals.

C. Focal Loss

Our improved GA-RPN [22] loss ($L_{ga-rpn}$) is defined as

$$L_{ga-rpn} = \lambda_{1}L_{loc} + \lambda_{2}L_{shape} + L_{cls} + L_{reg} \quad (2)$$
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\[ L_{shape} = L_1 \left( 1 - \min \left( \frac{w}{w_g}, \frac{w_h}{w_h} \right) \right) \]

\[ + L_1 \left( 1 - \min \left( \frac{h}{h_g}, \frac{h_h}{h_h} \right) \right) \]  

(3)

where \( \lambda_1 \) and \( \lambda_2 \) are parameters to balance the location loss \( L_{loc} \) and shape loss \( L_{shape} \) of anchors; \( L_{loc} \) and classification loss \( L_{cls} \) are FL [23]; regression loss \( L_{reg} \) and \( L_1 \) are smooth L1 loss; \((w, h)\) and \((w_g, h_g)\) represent the predicted anchor shape and the shape of corresponding ground truth bounding box.
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FL [23] is defined as

\[ p_t = \begin{cases} p, & \text{if } y = 1 \\ 1 - p, & \text{if } y = -1 \end{cases} \]  

(4)

\[ \alpha_t = \begin{cases} \alpha, & \text{if } y = 1 \\ 1 - \alpha, & \text{if } y = -1 \end{cases} \]  

(5)

\[ CE(p_t) = - \log(p_t) \]  

(6)

\[ FL(p_t) = -\alpha_t(1 - p_t)^{\gamma} \log(p_t) \]  

(7)

where \( y \in \{\pm 1\} \) is the ground truth class (1: building and
-1: background); \( p \in [0, 1] \) is the estimated probability for
the class with label \( y = 1 \); \( \alpha \in [0, 1] \) is a weight factor to
balance positive/negative samples; \((1 - p_t)^{\gamma} \) is a modulation
factor to reduce the weight of easy samples (as \( p_t \rightarrow 1, \) \((1 - p_t)^{\gamma} \rightarrow 0 \) ), and \( \gamma \geq 0 \) is a focus parameter used to smooth the

III. EXPERIMENTS AND RESULTS

A. Data Set

The data set used in experiments comes from WHU aerial
building dataset [6]. This data set crops an entire aerial image
into 8188 high-resolution orthophoto tiles (512 × 512 pixels
in size, 0.3 m in spatial resolution, RGB bands), and sets
5772 tiles (145 000 buildings) and 2416 tiles (42 000 build-
ings) as training samples and testing samples respectively.
These samples cover a variety of building types located in
different urban areas such as administrative, residential, com-
mercial, industrial, and suburban areas. Our method converts
the label data format from .TIF to .JSON and clears the
samples without buildings to match various deep learning
methods.

B. Implementation Details

Training and testing are based on PyTorch deep learning
framework and NVIDIA Tesla V100 GPU (a GPU, 16 GB)
hardware environment. Configurations and parameters mainly
include: 1) pretrained weights based on COCO 2017 data set;
2) four images per GPU; 3) SGD optimizer, initial learning
rate of 0.0025, momentum of 0.9, weight decay of 0.0001; and
4) restricted by GPU performance, these models only trained
basic training schedule: 20 epochs.

C. Evaluation

1) Qualitative Evaluation: The qualitative evaluation results
of several instance segmentation methods are compared, as
shown in Fig. 4: 1) the image in row 1 contains buildings
with obvious differences in aspect ratio. [13] and [20] repeat-
edly mistook a building for several buildings, and both
mistook three small ground objects in the top right corner of the scene
for buildings; 2) the image in row 2 contains buildings with
obvious differences in size. [13] and [20] confused the edges

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>IoU (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCN [7]</td>
<td>ResNet</td>
<td>85.2</td>
<td>95.2</td>
<td>89.0</td>
</tr>
<tr>
<td>U-Net [9]</td>
<td>ResNet</td>
<td>85.9</td>
<td>90.6</td>
<td>94.2</td>
</tr>
<tr>
<td>Our method</td>
<td>HRNetV2p-W32</td>
<td>92.1</td>
<td>97.3</td>
<td>94.5</td>
</tr>
</tbody>
</table>

weight adjustment process. Our method sets \( \lambda_1 \), \( \lambda_2 \) = 0.1,
\( \alpha = 0.25 \) and \( \gamma = 2 \) for the best performance benefit.
of two large-sized buildings with the surrounding environment to varying degrees, more or less mistook some ground objects for buildings, and both omitted a tiny building; 3) the image in row 3 contains buildings with obvious differences in size and appearance. The results of [13] and [20] showed: some edge areas of large-sized buildings obviously had no mask; a townhouse with garage was mistaken for three adjacent buildings. In addition, [20] mistook a building fragment (caused by image cropping) at the bottom of the scene for two adjacent buildings, and even confused a cross-shaped building with the environment. Our method accurately identified and completely extracted various buildings in these above-mentioned scenes.

2) Quantitative Evaluation: The quantitative evaluation results based on pixel level of our method are all superior to several semantic segmentation methods, as shown in Table I. The quantitative evaluation results based on object-level of several instance segmentation methods are compared, as shown in Table II: 1) Compared with Mask R-CNN [13], our method significantly increased AP and AR in bounding box branch and mask branch by 7.5%–5.6% and 8.3%–6.7%, respectively, especially AP$_S$ and AP$_L$ in the two branches by 7.6%–5.9% and 5.1%–6.5%, respectively. The quantitative evaluation results of our components are compared with HTC [20], as shown in Table III: 1) Effectiveness of high-resolution representation. AP and AR in the two branches were significantly increased by 4.6%–4.0% and 4.5%–3.8% respectively, indicating that high-resolution representation can enhance the ability of feature expression, and cascade learning can double the performance benefit, and interleaved execution can balance the benefit difference between different branches; and 2) Effectiveness of guided anchor. AP and AR in the two branches were further increased by 2.3%–1.0% and 3.1%–2.3% respectively, especially AP$_S$ and AP$_L$ in the two branches by 2.7%–1.6% and 6.6%–6.1%, indicating that learning to predict rather than manually predefining the aspect ratio and size of anchors can more effectively identify and completely extract buildings with extreme aspect ratio or size.; 3) Effectiveness of FL. Although AP and AR in the two branches were only increased by 0.6% and 0.7%–0.6% respectively, AP$_M$ was increased by 2.0%–1.3%,
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Fig. 4. Comparison of building instance extraction. The red boxes in the ground truth indicate some areas with major errors in the extraction results.

TABLE II

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>Bounding Box (%)</th>
<th>Mask (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AP</td>
<td>AP$_{50}$</td>
</tr>
<tr>
<td>Mask R-CNN [13]</td>
<td>ResNet101-FPN</td>
<td>59.6</td>
<td>83.4</td>
</tr>
<tr>
<td>HTC [20]</td>
<td>ResNet101-FPN</td>
<td>61.9</td>
<td>84.2</td>
</tr>
<tr>
<td>Our method</td>
<td>HRNetV2p-W32</td>
<td>69.4</td>
<td>89.8</td>
</tr>
</tbody>
</table>

AP (the average precision at IoU=0.50:0.95) is primary metric. Subscript 50 and 75 refer to AP at different IoU thresholds. Subscript S, M and L refer to AP for different objects scales differentiated by COCO standard. AR is the average recall given 100 detections per image.
proving that FL [23] can improve the recognition ability of few and hard samples.

The complexity of our components is compared with HTC [20], as shown in Table IV: 1) high-resolution representation is the main reason that our model size is 14.69% smaller than HTC [20] and our computational complexity is only increased by 0.17%; 2) guided anchor [22] reduces GPU overhead by 4.50%; and 3) FL [23] has almost no effect. Our method can maintain a relative balance between parameters (Params), flops (input size is 512), training memory (Mem), and inference speed (Inf time).

| TABLE III |
| Effects of Each Component In Our Design |

<table>
<thead>
<tr>
<th>High-resolution Representation</th>
<th>Guided Anchor</th>
<th>Focal Loss</th>
<th>Bounding Box (%)</th>
<th>Mask (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Params</td>
<td>AP</td>
<td>AP50</td>
<td>AP75</td>
<td>APs</td>
</tr>
<tr>
<td>61.9</td>
<td>84.2</td>
<td>71.5</td>
<td>64.8</td>
<td>23.5</td>
</tr>
<tr>
<td>√</td>
<td>66.5</td>
<td>85.7</td>
<td>76.2</td>
<td>69.0</td>
</tr>
<tr>
<td>√</td>
<td>√</td>
<td>68.8</td>
<td>89.7</td>
<td>78.3</td>
</tr>
<tr>
<td>√</td>
<td>√</td>
<td>√</td>
<td>69.4</td>
<td>89.8</td>
</tr>
</tbody>
</table>

| TABLE IV |
| Complexity of Each Component In Our Design |

<table>
<thead>
<tr>
<th>High-resolution Representation</th>
<th>Guided Anchor</th>
<th>Focal Loss</th>
<th>Params (M)</th>
<th>Flops (GMac)</th>
<th>Mem (GB)</th>
<th>Inf time (fps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>√</td>
<td>98.74</td>
<td>325.16</td>
<td>9.93</td>
<td>8.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>√</td>
<td>85.50</td>
<td>325.74</td>
<td>11.33</td>
<td>6.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>√</td>
<td>86.09</td>
<td>325.71</td>
<td>10.82</td>
<td>6.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>√</td>
<td>86.09</td>
<td>325.71</td>
<td>10.80</td>
<td>6.4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

IV. CONCLUSION

This letter proposes an automatic building instance extraction method with practical value and development prospects. Compared with the mainstream Mask R-CNN [13] method, our method increased AP and AR in bounding box branch and mask branch by 9.8%–6.5% and 10.7%–8.0% respectively, especially APs and APm in the two branches by 10.1%–6.9% and 3.4%–2.4% respectively. Better extraction results for buildings with extreme changes in scale and appearance verified the effectiveness and complexity of various components. In the future, we will develop and verify the generalization ability of the model and further compress the size of the model.
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