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A B S T R A C T   

Reliable landslide susceptibility mapping (LSM) is essential for disaster prevention and mitigation. This study 
develops a deep learning framework that integrates spatial response features and machine learning classifiers 
(SR-ML). The method has three steps. First, depthwise separable convolution (DSC) extracts spatial features to 
prevent confusion of multi-factor features. Second, spatial pyramid pooling (SPP) extracts response features to 
obtain features under different scales. Third, the high-level features are fused into prepared ML classifiers for 
more effective feature classification. This framework effectively extracts and uses different-dimension features of 
samples, explores ML classifiers for beneficial feature classification, and breaks through the limitation of fixed 
input sample sizes. In the Yarlung Zangbo Grand Canyon region, data on 203 landslides and 11 conditioning 
factors were prepared for availability verification and LSM. The evaluation indicated that the area under the 
receiver operating characteristic curve (AUC) for the proposed SR and SR-ML achieved 0.920 and 0.910, which 
were 6.6% and 5.6% higher than the random forest (RF, with the highest AUC in ML group) method, respec
tively. Furthermore, the framework using 64 × 64 size inputs had the lowest mean error of 0.01, revealing that 
samples considering landslide scales could improve performance for LSM.   

1. Introduction 

Landslides are the gravitational movement of natural materials such 
as soil, debris, and rocks on a slope downwards (Hungr et al., 2014). 
They are ubiquitous in mountains and hills, frequently causing many 
casualties and severe economic losses. Further, its secondary hazards 
can cause sustained damage (Fan et al., 2019). Some studies (Gorum 
et al., 2011; Samia et al., 2016) have revealed that landslide evolution is 
controlled by complex environmental factors, such as topography, li
thology, land cover, and hydrology. Driven by gravity, external triggers 
such as rainfall, earthquake, and human interference can lead to land
slides. Therefore, it is essential to identify and predict the landslide 
spatial distribution to prevent and reduce potential damages. 

In recent years, quantitative predictive methods, including physical 
and susceptibility assessment, have been introduced for regional land
slide spatial prediction (Anagnostopoulos et al., 2015). Derived from 
slope stability and landslide formation, the physical models can produce 
reasonably accurate results through detailed geological field surveys 

(Jibson, 2011). However, numerous parameters are required for precise 
physical modeling, which is extremely hard to apply on a large scale 
(Bojadjieva et al., 2018). Recently, the development of the geographic 
information system (GIS) and remote sensing (RS) and research of 
landslide susceptibility mapping (LSM) have been used to analyze the 
potential correlations between the conditions of landslides and their 
probability (Achour and Pourghasemi, 2020; Huang et al., 2019; Tien 
Bui et al., 2016). Effectively, LSM can visualize landslide-prone areas 
and devise disaster prevention and mitigation strategies. 

Currently, various quantitative methods have been introduced to aid 
LSM. Owing to the capability of effectively capturing the relationships 
between landslides and environmental conditions, machine learning 
(ML) is becoming widely applied in LSM, such as logistic regression 
(LGR) (Aditian et al., 2018), support vector machines (SVMs) 
(Marjanović et al., 2011), decision trees (DTs) (Xiao et al., 2018), and 
random forests (RFs) (Chen et al., 2018; Ye et al., 2021). However, most 
methods classify the samples directly but reveal few representative 
features from causative factors and landslides. Further, deep learning 
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methods have become increasingly popular due to their ability to extract 
features, such as deep belief networks (DBNs) (Ye et al., 2019), recurrent 
neural networks (RNNs) (Thi Ngo et al., 2021), and convolutional neural 
networks (CNNs) (Wang et al., 2019). Among them, CNNs showed better 
performance on spatial feature extraction in the researches of LSM 
(Ghorbanzadeh et al., 2019b; Yang et al., 2021; Yi et al., 2020). How
ever, limited by the data expression of landslide sampling, some archi
tectures cannot be well applied to feature extraction. 

Deep learning approaches, which can extract features and capture 
deep representations from massive data, have received considerable 
attention in LSM. However, only a few creative hybrid models were 
applied to the deep utilization of features (Chen et al., 2021; Fang et al., 
2020; He et al., 2021). Most of the methods utilize only a single feature 
dimension and rarely consider multi-feature fusion, which leads to un
acceptable generalization ability in complex scenes. Significantly, since 
the complex nonlinear correlation of factors and over-fitting, existing 
hybrid strategies take little advantage of each method for effective 
feature utilization. 

To solve the problems mentioned above, it is essential to develop a 
more reliable strategy and explore its application in LSM. We proposed a 
deep learning framework that combines spatial response features and 
ML classifiers (SR-ML) for more accurate LSM. Our work offers three 
contributions. First, to obtain the spatial features and prevent confusion, 
depthwise separable convolution (DSC) was applied for complex factors. 
Second, to capture the robust response features and remove the limita
tion of fixed-size inputs, spatial pyramid pooling (SPP) was implemented 
for each factor under different scales. Third, to explore the effectiveness 
of high-level features that consider different dimensions, the ML clas
sifiers were integrated to improve the performance of the framework for 
LSM. To assess the effectiveness of our SR-ML framework, we applied it 
to data for the Yarlung Zangbo Grand Canyon region. Several conven
tional methods, such as LGR, SVM, and RF, were used next for com
parison. Also, we compared the ability of ML classifiers and full- 
connection (FC) layers on utilizing high-level features. Furthermore, 
we analyzed the influence of input sample sizes on model prediction. 

2. Methods 

2.1. Prediction framework 

2.1.1. Samples construction 
Traditional sampling methods use pixel or grid-based (Hussin et al., 

2016), scarp (Clerici et al., 2006), and seed cell (Dagdelenler et al., 
2016) to extract the statistical value of conditioning factors. Thus, the 
extracted data are a set of sequences in which one value represents a 
factor. Significantly, if landslide entities are converted to points, the 
landslide positioning techniques affect the final results (Pourghasemi 
et al., 2020). The pixel-based method extracts the attribute value of 
factors for ML models. 

The quality of non-landslide is important to LSM models. Previous 
studies (Hu et al., 2020; Huang et al., 2017) review that there are mainly 
three sampling methods for non-landslide, i.e., random selection from 
landslide free areas (Pourghasemi and Rahmati, 2018), the seed cell 
procedure (Nefeslioglu et al., 2008), and acquisition from terrain area 
with low slope (Kavzoglu et al., 2014). The above methods subjectively 
select non-landslide samples, while the terrain units should be more 
considered under similar geomorphic environments. 

Fig. 1 illustrates the process of sampling strategy. Unlike previous 
methods, we used square-shaped units to extract factor values as land
slide and non-landslide samples, which had the same sampling size to 
maintain sample balance. The sub-watersheds were used as basic terrain 
units for sampling. Landslide and non-landslide samples should not be 
located in the same sub-watersheds. Specifically, landslide samples were 
determined by landslide inventory, non-landslide samples were 
randomly and evenly selected from the sub-watersheds without land
slide evidence. 

For analysis and modeling, the source data of factors are all con
verted to raster format with a spatial resolution of 12.5 m. This process 
was implemented by using ArcGIS Nearest Resample. An n × n pixel 
window is used to clip the factor raster, where n ranges from 4 to 128 
due to the different scales of landslides. We used Geospatial Data 
Abstraction Library (GDAL) to clip the sample value of each factor under 
the same projection coordinate. These factor slices of the same size are 
stacked and regarded as multi-channel images; each channel represents 
a factor. Compared with the sequence, these samples are 11 × n × n 
matrices with more spatial and background information, which is 
conducive to extracting features by convolution. 

2.1.2. Spatial response features and machine learning classifiers 
The proposed framework of this study is based on DSC, SPP, fully 

connected (FC) layers, and ML classifiers. It can extract spatial and 
response features, which include the convolution features and pooling 
attribute features of multiple factors, respectively. Fig. 2 illustrates the 
model construction process, which has three parts: spatial response 

Fig. 1. Process of sample extraction. (a) Sample selection; (b) the differences in extracting data using square-shaped units and points.  
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feature extraction, feature fusion, and feature classification. For DSC, 
the mathematical expression can be written as 

Gk,l,m =
∑

i,j
Ki,j,m⋅Fk+i− 1,l+j− 1,m (1)  

and 

Ġk,l,n =
∑

m
K̇m,n⋅Gk− 1,l− 1,m (2)  

where K is the depthwise convolution kernel of size I× J× M. The m th 
filter is used to produce the output feature map G in the m th channel. K̇ 
is the pointwise convolution kernel of size 1 × 1 × M × N that computes 
a new output Ġ. 

For SPP, supposing a pyramid level of a × a bins, a feature map of n×
n, the pooling function includes kernel size k = ⌈n/a⌉, stride s = ⌈n/a⌉, 
and padding p = ⌊.(k × a − n+1)/2⌋. Here. ⌈⋅⌉ and ⌊⋅⌋ denote ceiling and 
floor operations. All pooled maps are concatenated into m × L dimen
sional vectors, where L denotes the number of all bins, and m is the 
number of input channels. 

The output of the final FC layer is connected to a learning classifier, 
such as Sigmoid. The weights of the neural network can be optimized by 
back-propagation and gradient descent algorithms. The optimization is 
to minimize the loss value, which is calculated as: 

Loss = −
1
m

∑m

i=1
[yilog(ŷi) + (1 − yi)log(1 − ŷi)] (3)  

where m represents the number of input arrays, yi and Å⋅i denotes the 
true and predicted value of the i th sample, respectively. 

Spatial feature extraction. The DSC and SPP modules are used to 
extract spatial features. Considering the differences of spatial features 
between various factors, the DSC implements convolution for every 
single factor in the channel direction, preventing any confusion of multi- 
channel spatial features. Next, the pixel convolution in the depth di
rection extracts correlation features between factors (Chollet, 2017). 
Then, the feature maps are pooled by SPP bins to flatten multi- 
dimensional features into one-dimensional vectors. Finally, the pooled 
results of different pyramid levels are concatenated to obtain a multi- 
scale feature vector (Girshick, 2015). 

Response feature extraction. The SPP module and liner layers are used 
to extract the response feature. Since artificially processed factors, such 
as Euclidean distance to rivers or roads, generally have less spatial in
formation, the response feature reflects the attribute information be
tween factors and landslide occurrence. The SPP processes input 
samples of different sizes with sparse pyramid levels to obtain multi- 
feature vectors under different scales (He et al., 2015). Then, the vec
tor is transformed through a linear layer for feature combination (Lecun 
et al., 2015). 

Feature fusion and classification. We employ a concatenation layer to 
combine spatial and response features to produce high-level features 
(Luong et al., 2015). Specifically, the above outputs are connected 
through vector space. In this study, we designed two strategies to use 
high-level features for classification. One is to pass the high-level fea
tures through two FC layers for nonlinear transformation. The sigmoid 
classifier can predict the probability of landslide occurrence, and the 
weights of the network can be updated by back-propagation and 
gradient descent. The other is to feed extracted high-level features into 
traditional ML models, including LGR, SVM, and RF. Then, the models 
predict the landslide probability by fitting features and labels. 

2.1.3. Model construction 
Fig. 3 shows the process of SR-ML framework construction and 

analysis. First, the values of factors were extracted from the landslide 
inventory and random non-landslides (203 landslides and 203 non- 
landslides). Previous researches (Hussin et al., 2016; Park and Lee, 
2014; Pawluszek-Filipiak and Borkowski, 2020) have studied the effect 
of train-test split ratio on the model, indicating that a similar ratio of 
training and testing dataset has a favorable predictive ability. To obtain 
a robust prediction model, the sample dataset was randomly divided 
into training (50%) and testing (50%). Second, collinearity analysis and 
importance analysis methods were executed to evaluate the rationality 
of the factors. Third, the SR-ML, SR, and other ML models were con
structed in producing the LSMs. Finally, the performance of the applied 
modules, namely DSC and SPP was discussed by accuracy measures, and 
the influence of sample size on the model was also analyzed. 

2.2. Evaluation methods 

2.2.1. Factor analysis 
The frequency ratio (FR) represents the correlation between land

slide occurrence and each causative factor in different classification 
intervals (Lee and Pradhan, 2006). The area with FR exceeding 1 has a 
higher correlation to landslide occurrences (Achour et al., 2018; Aditian 
et al., 2018). FR formula can be written as 

FR =
Nij

/
Aij

Nr/Ar
, (4)  

where Nij is the number of landslides in subclass j of the i th factor. Aij is 
the area associated with the subclass j of the i th factor. Nr is the total 
number of landslides, and Ar is the total area of study. 

The variance inflation factor (VIF) and tolerance (TOL) can quantify 
the multicollinearity among the factors (Arabameri et al., 2020). 
Collinearity means a high correlation between two or more factors, 
which are not independent of each other (Wang et al., 2019). TOL and 
VIF formulas can be written as 

Fig. 2. The network structure of the spatial response features and the machine learning classifier.  
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TOL = 1 − R2
j (5)  

and 

VIF = 1/TOL (6)  

where R2
j denotes the coefficient of determination for the regression of 

explanatory j on all the other interpretable variables. VIF > 10 or TOL <
0.1 indicates a multi-collinearity problem and corresponding factors 
should be removed (Tien Bui et al., 2016). 

The permutation importance (PI) can represent the contribution of 
features to a particular model. It is calculated by the accuracy decline 
between the original metric and disrupted metric in the specified feature 
column (Huang et al., 2016). The higher PI value of the factor means 
more contribution to landslide occurrence. PI formula can be written as 

ij = s −
1
K

∑K

k=1
sk,j (7)  

where ij is the importance of the feature j, s is the accuracy score 
calculated from the original data, K is the number of iterations, and sk,j is 
the score calculated from corrupted data that randomly shuffle column j. 

2.2.2. Accuracy analysis 
The statistical evaluation measures are used to validate the perfor

mance of the trained models. This study chose overall accuracy (OA), 

Precision, Recall, Sensitivity, Specificity, F1-score, and Kappa to eval
uate the constructed models (Huang et al., 2020). Kappa can indicate the 
reliability of classification models. 

Moreover, we also used the receiver operating characteristic curve 
(ROC) to measure classification performance, this curve is plotted by 
two statistical values (false positive and true positive) with various cut- 
off thresholds, and the area under the ROC (AUC) is used to evaluate the 
accuracy of the model quantitatively (Park and Kim, 2019). 

3. Materials 

3.1. Study area 

The study area (18000 km2) is located on the eastern Himalayan 
syntaxis, with geographic coordinates of 94.45◦–95.83◦ E and 
29.19◦–30.52◦ N (Fig. 4). This region is part of Nyingchi, Tibet Auton
omous Region, and located in the Namcha Barwa tectonic node of the 
Himalayan suture zone, also known as the Grand Canyon region of the 
Yarlung Zangbo River. 

Geologically, this region is surrounded by the Lhasa Block, which 
consists of low- to medium- metamorphic metasedimentary rocks, 
granite zones, layered gneiss intervals, and Gangdese plutons (Z. Li 
et al., 2021). The topography mainly consists of deep-cut valleys, and 
the elevation ranges from 324 m to 7782 m (Mount Namcha Barwa). 
High mountains collide with water vapor from the Indian Ocean 
Monsoon, creating rainy weather from May to September (Ma et al., 

Fig. 3. Flowchart of the model’s construction and analysis.  

Fig. 4. Landslide inventory map and remote sensing image of the study area.  
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2020) and widespread glaciers. The global temperature rise leads to 
regional glacial melting and avalanches (C. Chen et al., 2020). Owing to 
the complex topography, geology, and hydrology, landslides occur 
frequently under precipitation and earthquake. 

3.2. Landslide inventory 

The landslide inventory records the spatial position, geometry, ma
terial, and movement types of landslides. In this study, the inventory 
consists of 203 landslides collected from remote sensing image inter
pretation, field surveys, and the Land and Resources Department of 
Sichuan Province. Referring to reference (Hungr et al., 2014), the 
movement types of landslides are divided into four categories: fall, slide, 
flow, and spread. Fig. 5 shows a graphic illustration for different land
slide types with the corresponding sample images. The recorded land
slides are mainly the sliding type and soil material, with areas ranging 
from 400 m2 to 3 × 107 m2. These landslides are mainly caused by 
natural factors such as seasonal heavy rainfall and earthquakes and are 
distributed near rivers and valleys. Over the years, landslides have 
caused catastrophic damage in this area. On April 09, 2000, a large-scale 
rock avalanche dammed the Yigong Zangpo River, forming an extensive 
rockslide-dammed lake (Delaney and Evans, 2015; Zhou et al., 2016). 
On November 18, 2017, a magnitude Ms. 6.9 (Mw 6.4) earthquake 
struck the east Himalayan syntaxis, located in the Nyingchi, triggered at 
least 1816 landslides and 3 dammed lakes (Zhao et al., 2021, 2019). 

3.3. Landslide conditioning factors 

Referring to the prior research, literature, and field surveys (Chen 
et al., 2017a; Du et al., 2019; Wang et al., 2020; Xu et al., 2009), we 
chose 11 influential conditioning factors, which reflect various features 
of landslide (Fig. 6). The datasets of factors were collected from free 
network resources, government websites, and Google Earth Engine 
(GEE). Table 1 details the sources and scales of these factors. These 
factors are processed as explanatory variables to describe the properties 
of the landslide. The distance parameters, namely rivers, roads, and 
faults, were calculated using the Euclidean distance. For continuous 
factors, the Jenks natural break method was applied to determine the 
threshold values of the subclasses. 

Topographical factors are extracted through spatial analysis of the 
digital elevation model (DEM) (Fan et al., 2019; Gorum et al., 2011; 
Guzzetti et al., 2012). Since hillsides receive solar radiation and rainfall, 
the aspect regulates moisture movement and soil properties (Sameen 
et al., 2020). As the slope increases, the shear stress within the soil or 
unconsolidated sediment generally increases (Guo et al., 2015). Curva
ture affects the velocity of water flow and erosion (Sharma and Mahajan, 
2019), and it is classified as concave (<− 0.1), planar (− 0.1 to 0.1), or 
convex (>0.1). 

Hydrological factors affect landslide occurrence arising from the 
surface water process. The topographic wetness index (TWI) indicates 
the conditions of soil, geography, and runoff volume (He et al., 2019). 
Rivers can erode slopes or lower parts of saturated materials with 

fluctuating river water, thus negatively affecting stability (Zhang et al., 
2019). Rainfall is an important external factor leading to landslides (Guo 
et al., 2021). 

Land cover factors influence the mechanical properties and hydro
logical environment of the soil. The normalized difference vegetation 
index (NDVI) quantifies vegetation growth and the coverage of slope 
surfaces (Yunus et al., 2020). Land use from human activity is an 
important factor in slope instability. Different land types influence the 
soil’s mechanical properties and hydrological environment (Huang 
et al., 2019). The roads are considered an important anthropogenic 
factor for triggering landslides (Chen et al., 2017b). Areas with slope 
cuts for road construction are susceptible to landslides. 

Geological factors affect the strength and permeability of rock and 
soils. The lithology of the study area was divided into five categories, 
from soft to hard. Faults are highly susceptible to landslides because the 
weak structural plane leads to rock body rupture and weathering, which 
often intensifies the occurrence of landslides (Xiao et al., 2018). 

4. Results 

4.1. Significant conditioning factors 

Table 2 illustrates the result of collinearity and importance analysis 
for each conditioning factor. The higher VIF value of the factor means 
probable multicollinearity with others (Hong et al., 2015). The VIF and 
TOL values of our work were in the critical range of collinearity. After 
the model construction, the PI value was used to quantify the influences 
of factors on landslide evolution. The result shows that NDVI, slopes, 
rainfall, and rivers are the four most important factors for landslide 
occurrence in the study area. Referring to previous studies in this region 
(Wu et al., 2021; Zhao et al., 2021, 2019), the slope of this area is steeper 
than other areas in Tibet. Frequent geological activities and river erosion 
have also had an impact on the occurrence of landslides. 

Fig. 7 shows the percentage distribution and FR values for the factors 
subclass. A high FR indicates a strong relationship between landslide 
probability and the specified attribute interval (Dao et al., 2020). 
Referring to the previous study (Z. Li et al., 2021; Zhao et al., 2019), for 
distance parameters, the areas close to the river, road, and fault have a 
high FR value, which indicates that landslide occurrence has a spatial 
correlation with these factors. For topographical factors, landslides are 
likely to occur on the slopes with 30◦–50◦and facing southwest and 
south. The more abundant rainfall has the higher FR value, indicating an 
increased probability of landslide occurrence. For lithology, the soft 
layers are relatively more prone to landslides. For land cover, landslides 
are more distributed in bare land. Owing to glaciers in the study area, 
the landslides are mainly located on the slopes with lower elevation, 
vegetation growth, and close to rivers. These areas have higher NDVI 
values. The melting of glaciers caused by the temperature rise may also 
be the reason for landslide occurrence. Referring to PI results, the FR 
changes of important factors have a tendency and obvious response to 
landslide occurrence. 

4.2. Landslide susceptibility maps (LSMs) 

For better visualization, the LSMs were drawn using Inverse Distance 
Weighted interpolation and Jenks natural break method in Arcpy. Fig. 8 
shows the LSMs generated by the five models, divided into five levels: 
very low, low, moderate, high, and very high susceptibility. The stan
dard deviation and Min-Max for the proportion of five levels were 1.44 
(28.95, 32.71), 2.62 (18.96, 26.37), 2.89 (17.26, 25.37), 1.22 (14.11, 
17.67), and 1.86 (8.7, 13.36), respectively. The result shows that the 
prediction performance of the models is different in low and moderate 
susceptibility areas and similar in those of high susceptibility. The LSM 
results are consistent with previous studies in this region (Du et al., 
2019; Wu et al., 2021). Historical landslides are distributed in high and 
very high susceptibility areas, which indicates the rationality of the 

Fig. 5. Movement types of the landslide and the corresponding samples (Var
nes, 1978). 
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generated LSMs. Spatially, the areas with a high probability of landslide 
occurrence are mainly located near canyons and rivers. Geologically, 
these areas have loose lithology and many active faults. 

Fig. 9 shows the satellite image and LSMs of the Yigong landslide. 

The sliding mass rushed at high speed into the river, heaping up a 
landslide dam. We selected this area to evaluate the sensitivity and 
reliability of models. It can be seen that SR and SR-RF predicted the 
source and deposit areas as high landslide probability. The ML models 

Fig. 6. Landslide conditioning factors. (a) Aspect, (b) slope, (c) curvature, (d) TWI, (e) rainfall, (f) distance to river, (g) NDVI, (h) land use, (i) distance to road, (j) 
lithology, and (k) distance to fault. 
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predicted source areas as a low or moderate probability. The results 
indicate that our proposed model is more reasonable and reliable in 
producing LSMs, which can improve the accuracy of hazard prediction. 

4.3. Model parameters 

We used grid search to find the optimal hyper-parameters of the ML 
models and SR models. All methods were implemented in Python using 
Scikit-learn and Pytorch. Owing to the finite number of parameters, LGR 
is suitable for generating baseline models in prediction analysis for the 
contrastive ML models. The LibLinear was set as the optimization 
method. SVM is a non-parametric supervised algorithm by splitting 
hyperplane in the feature space. The kernel function was RBF, and the C 
value was 6, which controls the fitting effect of the model. RF is a su
pervised classification method that ensembles decision trees. The 
numbers and maximum depth of trees in the forest were 300 and 8, 
respectively, whereas large parameters may cause over-fitting. 

For our proposed SR model, we trained and tested the model for a 
total of 200 epochs. The batch size for fixed-size and variable-size input 
were 16 and 1, respectively. In the training process, we used the 
reduction scheduler that learning rates from 0.01 to 0.0001. The opti
mizer and activation function were Adaptive Moment Estimation 

Fig. 6. (continued). 

Table 1 
The data sources of factors used in this study.  

Factors Data (Resolution/ 
Scales) 

Type Data Sources 

Topography ALOS DEM (12.5 m) Raster Alaska Satellite Facility 
(https://vertex.daac.asf.alas 
ka.edu) 

TWI ALOS DEM (12.5 m) Raster Alaska Satellite Facility 
(https://vertex.daac.asf.alas 
ka.edu) 

Land use FROM-GLC10 (10 m) Raster Global Land Cover (htt 
p://data.ess.tsinghua.edu. 
cn) 

NDVI Landsat 8 8-Day NDVI 
Composite (30 m) 

Raster Google Earth Engine Data 
(https://developers.google. 
com/earth-engine/datasets) 

Road Third pole road dataset 
(1:1000,000) 

Polyline National Tibetan Plateau 
Data Center (http://data. 
tpdc.ac.cn) 

Rainfall Data set of annual 
rainfall in Tibet (1000 
m) 

Raster National Tibetan Plateau 
Data Center (http://data. 
tpdc.ac.cn) 

River Basic Geographic 
Information Data of 
China (1:1000,000) 

Polyline National Geomatics Center 
of China (http://ngcc.sbsm. 
gov.cn/ngcc) 

Lithology The National Geological 
Map Spatial Database 
(1:1000,000) 

Polygon Geoscientific Data & 
Discovery Publishing Center 
(http://geodb.cgs.gov.cn/) 

Fault Chinese active tectonic 
spatial database 
(1:4,000,000) 

Polyline National Earthquake Data 
Center (http://data.earth 
quake.cn)  

Table 2 
Landslide conditioning factor analysis.  

Factors Collinearity Importance  

VIF TOL PI 

Aspect 1.054 0.949 0.012 
Slope 1.112 0.900 0.037 
Curvature 1.016 0.984 0.001 
TWI 1.084 0.923 0.002 
Rainfall 1.797 0.557 0.034 
Distance to river 1.441 0.694 0.024 
NDVI 2.624 0.381 0.082 
Land use 1.787 0.560 0.009 
Distance to road 1.318 0.759 0.005 
Lithology 1.138 0.879 0.001 
Distance to fault 1.296 0.771 0.021  

R. Wei et al.                                                                                                                                                                                                                                     

https://vertex.daac.asf.alaska.edu
https://vertex.daac.asf.alaska.edu
https://vertex.daac.asf.alaska.edu
https://vertex.daac.asf.alaska.edu
http://data.ess.tsinghua.edu.cn
http://data.ess.tsinghua.edu.cn
http://data.ess.tsinghua.edu.cn
https://developers.google.com/earth-engine/datasets
https://developers.google.com/earth-engine/datasets
http://data.tpdc.ac.cn
http://data.tpdc.ac.cn
http://data.tpdc.ac.cn
http://data.tpdc.ac.cn
http://ngcc.sbsm.gov.cn/ngcc
http://ngcc.sbsm.gov.cn/ngcc
http://geodb.cgs.gov.cn/
http://data.earthquake.cn
http://data.earthquake.cn


International Journal of Applied Earth Observation and Geoinformation 107 (2022) 102681

8

(Adam) and Rectified Linear Unit (ReLu), respectively. The details of the 
SR model construction were described in Section 2.1. In DSC, the 
number of filters was set as 30. For SPP, the spatial pyramid levels for 
features extraction were set as [1, 4, 16] by controlled fine-tuning. 

4.4. Model comparison 

Table 3 and Fig. 10 show the quantitative evaluation results of LSM 
models in the testing dataset. SR-ML was highly accurate, especially the 
SR-RF, which achieved the best landslide predictive ability with the 
highest AUC (0.920) and OA (0.852). Compared with benchmark ML 
models, SR-ML achieved satisfactory accuracy results. Also, SR-ML 
models were better than SR, and the results showed the superiority of 
the ML classifier. While SR-LGR (0.903 of AUC) and LGR (0.837 of AUC) 
had the worst predictive performance in their groups, SR-LGR was even 
worse than SR, and it showed inferiority of generalized linear model in 
the fitting of complex correlation between landslide and factors. Besides, 
SR-ML group models have the highest Specificity value (0.922), which 
can accurately classify non-landslide areas as stable slopes, SR group 
models have the highest Sensitivity value (0.862), which can correctly 
identify landslide-prone areas to provide safe mitigation guidance. 

To explain why the SR model has advantages in feature extraction, 
we conducted several comparative experiments with S and R. The loss 
curve in the testing process is shown in Fig. 10, reflecting the model’s 
predictive ability. Specifically, the AUC of S (0.907) and R (0.908) were 
slightly worse than SR (0.910), which indicated that features fusion 
could improve the prediction ability. Both S and R were better than RF 
(0.854) of the best ML model, which illustrated that extracted spatial 
response features can identify landslides from input data. In addition, for 
spatial feature, the loss curve demonstrated that S, S-32, and DSC-32 had 
low loss values, which shows the sensitivity of the convolution feature to 
landslide identification. 

The statistically significant differences between the LSM models 
were investigated using the Wilcoxon signed-rank test. When z-value 
exceeds critical values of (–1.96 to +1.96) and the p-value < 0.05, the 
null hypothesis will be rejected and there is a significant difference 
between the performance of models (Tien Bui et al., 2016). Table 4 
shows the results of the statistical significance test for pairwise com
parisons of the models. Except for the LGR and SVM (z-value = –1.815, 
p-value = 0.07), other models performed differently from each other in 
LSM. 

5. Discussion 

5.1. High-level feature representation 

Landslide evolution is controlled by numerous predisposing factors 
(Guo et al., 2015). Deep learning can fit the complex relationship be
tween environmental factors and landslide occurrence, and extract high- 
level features (Y. Li et al., 2021; Ye et al., 2019). Previous studies have 
proved that convolution is effective in LSM applications (Y. Chen et al., 
2020; Sameen et al., 2020; Wang et al., 2019), but the factor attribute is 
also worth considering because distance parameters, such as roads, lack 
spatial information. Some recent researches showed the potential of 
deep learning in feature extraction (Lei et al., 2019; Thi Ngo et al., 2021; 
Wei et al., 2021). In our research, convolution features and factor at
tributes were extracted and combined as high-level features that feed 
into ML classifiers for LSM. Spatial features and response features focus 
on different dimensions or directions of samples, which is similar to the 
attention mechanism in image classification (Ji et al., 2020). 

In our experiment, based on factor images, the neighborhood spatial 
information is extracted by DSC layers, and the factor attribute under 
different receptive fields are extracted by multi-scale pooling layers. 
This is different from the general pixel-based method to form a sequence 
by factor attributes. Fig. 11a illustrates the features extraction process 
from the multi-channel image of factors. Fig. 11b is a visualization of the 
high-level features of 203 × 3003 generated from SPP. It can be seen 
that spatial response features have various distributions in landslide and 
non-landslide modes. As shown in Table 3, the two kinds of features are 
fused and integrated into the proposed model, distinguishing landslides 
more effectively. 

5.2. Influence of sample size 

Unlike the pixel-based sampling of predisposing factors, the sample 
size is an important parameter of the convolution model. Owing to the 
limitation of FC layers, convolution models can accept fixed-size sam
ples. Some researchers explored the impact of sample size on landslide 
models (Ghorbanzadeh et al., 2019a; Yi et al., 2020). The proposed 
framework can accommodate different sizes of input samples. However, 
for spatial features, the smaller sample size contains less information 
closing to pixel-based sampling, and a large sample size will cause bias 
and redundancy. Therefore, it is necessary to explore the influence of 
sample size on the model’s ability to extract high-level features. 

Fig. 7. Relationship between landslides and the conditioning factors.  
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We sliced different sizes of patches based on sample points for testing 
and comparison. Referring to the scales of landslides in the study area, 
the sample size ranges from 8 to 128. Fig. 10 illustrates the loss curve 
under different sizes of input samples. When the size is 64× 64, the SR 
model reached the lowest loss value (0.1376). This phenomenon can 
guide us to set the pooling levels. In practical experiments, the model 
had a similar ability when using input samples with sizes of 64 and 32. 
To reduce the parameters of the model, we chose 16 as the maximum 
pool level to implement 2 × 2 pooling in each bin. 

To further explore the relationship between samples and the model 
prediction ability, we analyzed the landslide scale and the correspond
ing sample size in the study area and then calculated the error between 
model predicted values and the true values under different sizes of input 
samples (Fig. 12). It can be observed that most of the landslides are 
small, with sample sizes ranging from 16 to 64, and the model has lower 

mean errors (0.01 lowest) in this interval. This phenomenon can be 
explained by the samples in this interval having relatively complete 
information. The model can extract high-level features at a suitable scale 
effectively (Chen et al., 2021), thus performing better prediction ability. 

5.3. Performance of framework 

Accurate LSM is essential for disaster prevention and mitigation. 
Therefore, it is of great significance to develop a more reliable frame
work and explore its application in LSM. Owing to the complex factors 
(Jia et al., 2019; Zhao et al., 2021), landslides occur frequently in our 
study area. Previous researches in this region (Du et al., 2019; Wu et al., 
2021) using statistical and expert methods have yielded suitable results, 
which were similar to our LSMs. However, these conventional models 
can hardly in extracting high-level feature representation and further 

Fig. 8. LSMs produced by (a) LGR, (b) SVM, (c) RF, (d) SR, and (e) SR-RF.  
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exploring the inherent relationship of factors. In previous studies (He 
et al., 2021; Yang et al., 2021), it has been confirmed that spatial feature 
extraction by convolution and feature fusion can improve the prediction 
accuracy, but ML models are generally used for control experiments, and 
the extracted high-level features lack deeper application. Some studies 

(Fang et al., 2020; Pham et al., 2017) proved the superiority of hybrid 
models by reducing the variance and bias. This research aims to develop 
a hybrid framework, in which deep learning methods are for feature 
extraction and ML classifiers are for prediction. 

Compared with the black box operation of feature extraction by deep 

Fig. 9. The Google earth image of the Yigong landslide and the detailed display of five LSMs: (a) LGR, (b) SVM, (c) RF, (d) SR, and (e) SR-RF.  

Table 3 
Prediction capability of LSM models based on testing dataset.  

LSM Models TP TN FP FN AUC OA Pre Rec Sen Spe F1 Kappa 

ML LGR 77 78 24 24 0.837 0.764 0.762 0.762 0.762 0.765 0.762 0.527  
SVM 76 82 20 25 0.843 0.778 0.792 0.752 0.752 0.804 0.772 0.557  
RF 81 77 25 20 0.854 0.778 0.764 0.802 0.802 0.755 0.783 0.557 

SR S 94 70 31 8 0.907 0.808 0.752 0.922 0.922 0.693 0.828 0.615  
R 95 78 20 10 0.908 0.852 0.826 0.905 0.905 0.796 0.864 0.703  
SR 87 85 20 11 0.910 0.847 0.813 0.888 0.888 0.810 0.849 0.695 

SR-ML SR-LGR 89 81 13 20 0.903 0.837 0.873 0.817 0.817 0.862 0.844 0.675  
SR-SVM 86 80 14 23 0.915 0.818 0.860 0.789 0.789 0.851 0.823 0.636  
SR-RF 95 78 16 14 0.920 0.852 0.856 0.872 0.872 0.830 0.864 0.702 

True positive (TP) denotes the number of landslides correctly identified, true negative (TN) denotes the number of non-landslides correctly classified, false positive 
(FP) refers to the number of samples incorrectly predicted as non-landslides, false negative (FN) refers to the number of incorrect predictions that should be landslides. 
Pre: precision, Rec: recall, Sen: sensitivity, Spe: specificity, F1: F1-score. 

Fig. 10. Left: ROC curve of different LSM models based on the testing dataset. Right: Loss values of models testing process.  

Table 4 
Pairwise comparison of the five models.   

LGR vs. SVM vs. RF vs. SR vs.  

SVM RF SR SR-RF RF SR SR-RF SR SR-RF SR-RF 

z-value  –1.815  –2.400  5.205  9.020  –5.936  2.531  7.047  5.241  15.804  3.278 
p-value  0.070  0.016  0.000  0.000  0.000  0.006  0.000  0.000  0.000  0.001  
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learning, the ML classifiers work by the principle of partition data fea
tures (Merghadi et al., 2020), which has well interpretability and clear 
geoscience significance. The neural network implements through the 
logical regression layer, namely, the principle of error minimization, 
which considers the overall samples (Lecun et al., 2015; Li et al., 2018). 
However, ML cannot represent data features enough, especially when 
data increase and the features become complex. Visually, Fig. 11 shows 
the obvious difference of extracted features for landslide representation. 
Quantitatively, the experimental results (Table 3 and Fig. 10) also prove 
that the ML classifier has superiority in feature classification, except for 
the logical regression model. Therefore, our proposed method extracts 
high-level features by deep learning and adopts ML methods for feature 

classification. As shown in Figs. 8 and 9, the spatial prediction result of 
LSM conformed to the historical landslide distribution, and the result 
was more reliable and explainable. 

6. Conclusions 

In this study, we constructed a deep learning framework that com
bines spatial response features and ML classifier. In the Yarlung Zangbo 
Grand Canyon Region, 203 landslides and 11 conditioning factors were 
applied for performance evaluation. The factor analysis showed that 
distance factors (rivers and faults), NDVI, and rainfall have an obvious 
response to landslides. Compared with traditional ML models, accuracy 
analysis results indicated that our framework achieved the highest 
performance in terms of evaluation measures. Significantly, this study 
analyzed the extraction and utilization of high-level features by 
controlled experiments. The results revealed that our framework could 
effectively extract the spatial response features, and feature fusion from 
different directions can improve prediction accuracy. Moreover, for 
feature classification, ML classifiers were more effective than the FC 
layers with Sigmoid. Meanwhile, the framework can accept flexible 
input sizes for samples. The mean error indicated that suitable sample 
sizes while considering landslide scales performed better prediction 
ability. 

In the future, our research will further explore the predisposing 
factors by considering weight analysis, and our prediction framework is 
expected to apply more effective deep learning architectures for LSM 
and risk management. 
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