ResDLPS-Net: Joint residual-dense optimization for large-scale point cloud semantic segmentation
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ABSTRACT

Semantic segmentation methods based on three-dimensional (3D) point clouds are mostly limited to input point clouds that have been divided into blocks for training. This is mainly attributed to the requirement of constant trade-offs between computational resources and accuracy for directly processing large-scale point clouds. Specifically, the block dividing strategy will add the data preprocessing time to some extent and may disturb the complete geometry of the object. Therefore, this paper proposes a large-scale point cloud semantic segmentation network without block dividing operation, referred to as ResDLPS-Net. This network can take the complete point cloud of the whole large scene as input and process up to nearly a million points on one single GPU. In particular, a novel feature extraction module is designed to efficiently extract neighbor, geometric, and semantic features. The learned features are then aggregated through the attention mechanism to form local feature descriptors. In addition, the proposed ResDLPS-Net is jointly trained by residual connections and dense convolutional connections to optimize the feature aggregation operation. As a result, the ResDLPS-Net performs brilliantly on multiple objects, such as windows, road markings, fences, etc. For example, the Mean Intersection over Union (mIoU) of road markings on the Toronto-3D dataset is 37.76% higher than the state-of-the-art algorithm. Moreover, this paper outperforms most deep learning methods on three well-known benchmark datasets, including the indoor dataset S3DIS and the outdoor large-scale scene datasets Semantic3D and Toronto-3D. The proposed ResDLPS-Net achieves the best performance on the S3DIS dataset. The average accuracy (mIA) and overall accuracy (OA) are 82.3% and 88.1%, respectively. Notably, the proposed ResDLPS-Net attains a mIoU of 80.27% on the Toronto-3D dataset, which is 6.00% higher than the best results published currently.
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1. Introduction

Achieving precise environmental perception is a key demand for autonomous vehicles to realize dynamic monitoring of the surrounding environment in complicated and moving spaces and then make judgments based on the acquired information (Janai et al., 2020). The task of environmental perception first needs to obtain abundant data from the real environment accurately and then process the acquired data (Van Brummelen et al., 2018). Although mono and stereo cameras are capable of providing 3D geometry, it is difficult to do so precisely in an occluded environment. Camera-based perception systems are more susceptible to occlusion, illumination variations, and camera pose misalignment (Wang and Zhou, 2019). LiDAR can acquire relatively accurate 3D geometry compared to camera-based perception systems. Deep learning research (Fang and Lafarge, 2019; Xia et al., 2021; Li et al., 2020a; Liu et al., 2020) with regard to feature learning from LiDAR point clouds leads to accelerated advancement of autonomous driving. The applications of LiDAR point clouds can be broadly divided into two areas in the autonomous driving field. The first one is environmental perception and process, which can be used for scene understanding and object detection (Yang et al., 2018). The second is for producing and building high-definition maps and city models, which can be applied for localization.
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and reference (Levinson et al., 2011). Applications of LiDAR point clouds generally encompass these types: classification, segmentation, detection, identification, and localization (Li et al., 2020c). This paper mainly concentrates on the semantic segmentation of 3D point clouds based on deep learning, which is a popular research subject in environmental perception at present.

Semantic segmentation of point clouds requires an accurate output of the semantic label for each point. Some segmentation algorithms based on deep learning aim to convert point clouds into voxels (Tchapmi et al., 2017; Brock et al., 2016; Çiçek et al., 2016; Shi et al., 2020) or multi-views (Lawin et al., 2017; Qi et al., 2016; Milio et al., 2019) to extract point features, which may cause an increase in computational workload. PointNet (Qi et al., 2017a) is a milestone for deep learning networks in the field of semantic segmentation. It is the first algorithm that proposes to input point clouds directly to the network for training. Currently, many methods are based on improvements of PointNet and PointNet++ (Qi et al., 2017b), such as point convolutional neural network (PointCNN) (Li et al., 2019), kernel point convolution (KPCConv) (Thomas et al., 2019), relational-shape CNN (RS-CNN) (Liu et al. 2019) and dynamic graph CNN (DGCNN) (Wang et al., 2019b), all of which have achieved excellent segmentation results. However, these methods divide the point cloud into small point cloud blocks and then sample multiple points from each point cloud block as the input to the network for training. Generally, the block-based approach will increase the data pre-processing time and may affect the complete geometry of the point cloud. Therefore, it is difficult for the network to effectively perceive the overall geometry of the object. In PointNet, LU-Net (Biasiutti et al., 2019), 3DMV (Dai and Nießner, 2018), RS-CNN, etc., feature aggregation is achieved by a max-pooling operation. However, the max-pooling operation is related to the number of points. If there are too many points in the point cloud scene, the missing feature information will increase after the max-pooling operation. Therefore, the max-pooling operation performed on a large-scale point cloud may cause a large portion of the point information to be lost. The proposed ResDLPS-Net chooses attentive pooling as the pooling mechanism. This method devotes more attention to the feature information that is more critical to the current segmentation task from many point feature information and then automatically learns and aggregates this part of the features. The useless interference information will be disregarded to some extent.

High computational resources are demanded searching the neighboring points directly on the primary point cloud because of the large scale and disorderly nature of the point cloud data. Presently, the universal solution is to downsample the original point cloud and then perform subsequent processing on the downsampled points. This solution can reduce the computational workload to a significant degree. The prevailing approaches for sampling are farthest point sampling, grid sampling, random sampling, etc. Most algorithms (Qi et al., 2017b; Li et al., 2018; Liu et al., 2017; Zhang et al., 2019) tend to use farthest point sampling because of its uniform distribution of sampling points, which makes the spatial coverage of the downsampled points higher. However, farthest point sampling may lead to the relationship between points and time complexity is O(N²), so it is suitable for point clouds of small scenes. When the amount of points in the whole scene is enormous, farthest point sampling will substantially increase computational workload. Voxel-based approaches (Choy et al., 2016; Thomas et al., 2019) typically tend to use grids as a data structuring method and then perform grid sampling. Points are associated with positions in the grid, and the features of neighboring voxels are extracted by 3D convolution. While the grid data structure is efficacious, it wastes unnecessary computational space due to the excessive number of empty voxels in outdoor point clouds (Zhou and Tuzel, 2018). Random sampling may make the sampling points randomly distributed, and thus it is sensitive to areas of density imbalance. Downsampling the point cloud randomly may result in useful point features being discarded by chance. However, all three types of downsampling operations almost universally result in some degree of information loss. The time complexity for the random sampling is O(1), which is not affected by the number of input points and is well suited for large-scale point clouds. Moreover, there is no need for data preprocessing operations such as converting point clouds into voxel grids. Random sampling is simple to operate. After weighing different sampling methods, the proposed ResDLPS-Net chooses random sampling that has high computational efficiency and low memory consumption as the sampling strategy. Then, a new feature extraction module, feature aggregation module, and residual-dense module are designed to improve the impact of information loss caused by random sampling on the semantic segmentation task.

In this paper, a novel semantic segmentation network ResDLPS-Net based on deep learning is proposed. ResDLPS-Net can be effectively applied to large-scale point cloud scenarios. Whether applied to the large indoor or outdoor dataset, this method has achieved good segmentation results. In summary, the contributions of the proposed ResDLPS-Net can be highlighted in three aspects:

1. An effective feature extraction module (FGS) is proposed, which can efficiently extract neighbor features, geometric features, and semantic features. Then a feature aggregation module (FGSA) containing the attention mechanism is applied to learn and aggregate the crucial features of the neighborhood feature set.

2. A residual-dense module (RDM) is presented to add residual connections and dense convolutional connections to the FGSA module so that the ResDLPS-Net can extract more high-level distinguishable features.

3. The proposed ResDLPS-Net achieves state-of-the-art performance on the large-scale indoor dataset S3DIS (Armeni et al., 2016), outdoor dataset Toronto-3D (Tan et al., 2020), and exhibits comparable performance on the Semantic3D dataset (Hackel et al., 2017).

2. Related work

2.1. Semantic segmentation networks

Recently, some studies have begun to attempt to address large-scale point clouds directly. For example, the fuzzy counter-propagation network (FCPN) (Rethage et al., 2018) combines voxels to segment large-scale point clouds. Biasiutti et al. (2019) propose an end-to-end architecture LU-Net for semantic segmentation, which takes into account the topology of the sensor and effectively creates multichannel distance images using the learned 3D features. This range image is then employed as an input to the U-Net network for segmentation. Scan-Complete (Dai et al., 2018) can handle large-scale scenes with different spatial ranges and manages the cubic growth of the data size as the scene size increases. The multiscale fully convolutional network VIASeg (Zhong et al., 2019), based on a super squeeze residual module and semantic connection, is proposed. This network projects the fused red–green–blue (RGB) point cloud into a 2D spherical plane. The superpoint graph (SPG) structure (Landrieu and Simonovsky, 2018) uses superpoints and superpoint graphs to represent large scene point clouds. The input point clouds are divided into geometrical simple shapes, which are referred to as superpoints. The information is then transferred along the superedges that connect superpoints. The final segmentation result is optimized by the gated recurrent unit (GRU). Wu et al. (2019) is inspired by the SPG, which divides the point cloud into superpoints. This is the first time that a cross-attention method has been applied to a semantic segmentation network on a large-scale 3D sparse point cloud for autonomous driving scenarios.

The above methods have achieved promising segmentation results, but such preprocessing operations of voxelization or translation to superpoint graphs may lead to increased computation or high memory usage. PASS3D (Kong et al., 2019) proposes a novel two-stage 3D semantic segmentation framework. In the first stage, point clouds are segmented using an accelerated clustering algorithm, which does not require ground truth for fine clustering and can improve the recall rate.
in a relatively short period of time. In the second stage, the neural network is further processed to estimate the semantic label of each point, and a novel data expansion method is proposed to enhance the network’s segmentation ability of all categories (especially nonrigid objects). RandLA-Net (Hu et al., 2020) introduces a feature aggregation module to extend the influence domain of each point so that the overall geometric details of the input point cloud can be better preserved.

2.2. Deeper neural networks

Deep convolutional neural networks are widely used in the detection, classification, and segmentation (Krizhevsky et al., 2012; Sermanet et al., 2014). They integrate different levels of features in the end-to-end multi-layer network. The distinguishable features can be enriched by stacking the number of network layers (Simonyan and Zisserman, 2015; Szegedy et al., 2015), which shows that network depth is beneficial (He et al., 2016a). However, the increase in network depth may cause a vanishing gradient problem or an exploding gradient problem during backpropagation. The vanishing gradient problem indicates that the gradient of the deeper network layers in the neural network will gradually tend to zero. The exploding gradient problem means that the gradient between the network layers grows exponentially and becomes too large. Both vanishing and exploding gradient problems cause the network to converge difficult or even impossible to converge. That is, the loss value keeps oscillating sharply or stays high. This is mainly because the deep network is a stack of multi-layer nonlinear functions. The entire deep convolutional network can be considered as one composite multivariate nonlinear function (activation function), then seeking the partial derivative of the weight of different network layers for the loss function is equivalent to applying the chain rule of gradient descent. A chain rule is a form of continuous multiplication, so when the number of layers is deeper, the gradient will propagate exponentially. If the gradient value of the activation function close to the output layer is greater than 1, then the final gradient is prone to exponential growth, which will result in the exploding gradient problem; If the gradient value is less than 1, then it will easily decay to 0 after the chain rule, and the vanishing gradient problem will occur. In order to increase the number of network layers and then extract more discriminative features, He et al. (2016a) propose a residual network for image recognition, referred to as ResNet. ResNet introduces identity mappings, which element-wise adds the input and output of the residual block through a residual connection. This addition operation will not bring extraneous parameters to the network, but it is more useful to adjust the weights and can improve the training speed of the model. Therefore, the vanishing or exploding gradient problem of deep learning neural networks can be well improved by the residual network. In the case of the same number of layers, the convergence speed of the residual network is also faster.

Many approaches (He et al., 2016b; Xie et al., 2017; Hu et al., 2018) have made a series of effective improvements based on ResNet. DenseNet (Huang et al., 2017) does not consider the problem of feature extraction from the perspective of increasing the number of network layers but instead uses continuous feature reuse to improve network performance. DenseNet connects the feature maps learned in different layers, which can increase the input changes of subsequent layers and improve work efficiency. Since the dense module does not need to relearn the redundant feature maps, it also has fewer parameters than a traditional convolutional network.

2.3. Knowledge gap

In general, there are still considerable challenges in directly processing large-scale point clouds:

1. The size of large scenes and the number of points are uncertain, which requires the network to have some flexibility in the number of input points.
2. Large-scale point clouds are typically unevenly distributed, which means that direct processing of point clouds may lead to regions with sparse points being discarded during sampling. Therefore, there are difficulties in semantic segmentation for small objects and edge points.
3. Taking the whole large scene as input will increase the classification of points and the number of objects included in each segmentation
process. More complex point cloud geometry will increase the difficulty of segmentation.

(4) The increase of computation is a great challenge to the design of deep learning networks and the existing computational resources.

(5) Stacking too many network layers to extract more distinguishable features is difficult to improve the network performance and may lead to the vanishing or exploding gradient problem.

Considering the excellent performance of residual networks and dense convolutional networks in the image domain, the proposed ResDLPS-Net combines both to optimize the semantic segmentation of 3D point clouds. Large-scale point clouds contain abundant low, medium, and high-level features. The deep learning networks need to acquire these features to achieve good segmentation results. The residual network and dense convolutional network can satisfy the network for feature extraction and fusion in different network layers. The features extracted from the shallow network layers contain more 3D geometric information but less semantic information. Therefore, the proposed ResDLPS-Net uses the residual connection to element-wise sum the input and output of the residual blocks. With the increase in the number of network layers, the network will extract more distinguishable features with semantic information but relatively few geometric features. The dense convolutional networks can enhance the propagation between features and encourage the reuse of features. Therefore, the proposed ResDLPS-Net fuses features by dense convolutional connections. For that, a large-scale point cloud semantic segmentation network based on the joint optimization of residual connections and dense convolutional connections is proposed. The ResDLPS-Net is an effective method to migrate mature networks in the image field to the processing of point cloud semantic segmentation problems.

In addition, the proposed ResDLPS-Net is designed with a novel feature extraction module to extract neighbor features, geometric features, and semantic features. However, ResDLPS-Net does not extract global features, so the network is flexible for the number of input points. Moreover, the receptive field of each point is increased by stacking multiple feature aggregation modules; thereby, the segmentation of small objects and edge points is also greatly improved. The proposed ResDLPS-Net is relatively lightweight and can be run on only one NVIDIA GeForce GTX 1080 Ti GPU.

3. Method

3.1. Network architecture

The generalized framework of ResDLPS-Net is depicted in the first figure of the graphical abstract and Fig. 1. ResDLPS-Net utilizes the encoder-decoder structure to construct the network framework. The network contains three main modules: the feature extraction module (FGS), the feature aggregation module (FGSA), and the residual-dense module (RDM). The original point cloud is first fed to the encoder module. Each encoder layer is composed of a random sampling module and an RDM. The FGS module and the attention mechanism constitute the FGSA module. The FGSA modules are connected via residual and dense connections to constitute the RDM. The purpose of FGS module is to extract neighbor features, geometric features obtained by encoding 3D coordinate information, semantic features between center points and neighboring points, and then output the neighborhood feature set. The goal of FGSA module is to learn and aggregate the key information of the neighborhood feature set via the attention mechanism. The target of RDM is to enable the network to extract more distinguishable features through the joint training of residual connections and dense convolutional connections. Each decoder layer incorporates the upsampling module and the multi-layer perceptron (MLP). The features are transferred between the encoder and decoder via skip connection. Finally, three fully connected layers are employed to predict the semantic label of each point.

The network contains a five-layer encoder, as shown in Fig. 1(a). Different from the traditional encoder-decoder structure, the proposed ResDLPS-Net adapts the internal structure of each encoder layer for the special application scenario of large scenes. Adjacent encoding layers employ RDM modules with different numbers of FGSA modules. Each encoder layer has a random sampling module, which gradually decreases the number of points in the point cloud. Since the number of points in different encoding layers is distinct, the number of FGSA modules inside each encoder layer is set variably. The number of FGSA modules for each of the five encoding layers on the S3DIS dataset and the Toronto-3D dataset are set to 2, 3, 2, 3, 2, respectively, denoted as the combination (2, 3, 2, 3, 2). The combination (2, 3, 2, 3, 2) is the setting of the FGSA module in six encoding layers on the Semantic3D dataset.

The proposed ResDLPS-Net contains a five-layer decoder that uses the nearest neighbor interpolation algorithm to acquire the features of the upsampling points on the S3DIS dataset and Toronto-3D dataset. Similarly, the network comprises a six-layer decoder on the Semantic3D dataset.
dataset. The skip connection connects the obtained point features with the intermediate features generated by the encoder layer, and then the network executes the shared MLP operation. Finally, the semantic labels are obtained after three fully connected layers.

3.2. Feature extraction module

This section introduces three types of feature extraction in the FGS module as shown in Fig. 2. The features include neighbor features, geometric features, and semantic features. The network takes the 3D point cloud as input, where \( f \) represents the feature dimension of each point \( x_c \). Each point includes a semantic label \( y_i \) from the semantic label set \( Y = \{y_1, y_2, y_3, ..., y_m\} \). Firstly, the random sampled point cloud is input to the fully connected neural network (FCN) which achieves the extraction of initial features \( F(x) = \{f_1, f_2, f_3, ..., f_n\} \). \( F(x) \in \mathbb{R}^{n \times d} \) for the 3D points \( X \). Each 3D point is denoted as a center point \( x_c \). FGS utilizes 3D points \( X \) and the initial features \( F(x) \) as input. Then the k-nearest neighbor algorithm (KNN) is adopted to find \( k \) neighbors \( N(x_c) = \{x_1^c, x_2^c, x_3^c, ..., x_k^c\} \) of each center point \( x_c \).

3.2.1. Neighbor feature extraction

Since the initial features \( F(x) \) of each point have been obtained, the corresponding neighboring point feature set \( F(N(x_c)) = \{f_1^c, f_2^c, f_3^c, ..., f_k^c\} \) is accessed by the stored index of the neighboring points, as shown in Eq. (1).

\[
F_N = F(I(N(x_c) \rightarrow X))
\]  

(1)

where \( I \) represents the mapping function that maps the indexes of neighboring points to the indexes of their corresponding original points. Neighbor features \( F_N \in \mathbb{R}^{n \times k \times d} \) will be further processed in the geometric feature extraction operation and semantic feature extraction operation. Therefore, the FGS module extracts the neighbor features directly by a combination of balancing computational time and computational resources.

3.2.2. Geometric feature extraction

Large-scale point clouds contain rich geometric features. The proposed ResDLPS-Net encodes the position information of the center and neighboring points to realize the extraction of geometric features. The location information covers four types of position information, which are the 3D coordinates \( P_{x_c} = (x, y, z) \) of the center points \( X_c = \{x_c\}_{c=1}^{n} \), the coordinates \( P_{x_d} = (x, y, z) \) of neighboring points \( x_d \in N(x_c) \), the relative coordinates \( P_r = [x_v, y_v, z_v]^T - [X_c^d, Y_c^d, Z_c^d]^T \), \( x_v \in N(x_c) \) of each center point and its neighboring points, and the Euclidean distance. The distance vector between \( P_{x_c} \) and \( P_{x_d} \) is defined as \( \Delta P = P_{x_c} - P_{x_d} \), thus the vectors corresponding to the three axes are \( \Delta P_x, \Delta P_y, \Delta P_z \) respectively. Then the Euclidean distance can be further measured as \( \Delta = \sqrt{\Delta P_x^2 + \Delta P_y^2 + \Delta P_z^2} \). The four types of location information are combined as follows:

\[
F_G = g(L(P_{x_c}, P_{x_d}, P_r, P_s))
\]  

(2)

where the \( L \) function represents the linkage of the four location information, and the paper uses the concatenation connection. The \( g \) function encodes position information into geometric features. The MLP operation is applied as the \( g \) function to adjust the weights of the four location information in this paper, which facilitates the extraction of geometric features \( F_G \in \mathbb{R}^{n \times k \times d} \).

3.2.3. Semantic feature extraction

Semantic features comprise abundant point cloud contextual information. In Eq. (3), the high-level semantic features \( F_s \in \mathbb{R}^{n \times k \times d} \) are obtained by encoding the center and neighboring point features.

\[
F_s = \text{Relu}(\text{Conv}(\text{Concat}(F(x_c), F(N(x_c)))))
\]  

(3)

Notably, the neighbor features, the geometric features, and the semantic features all contribute to the final neighborhood features. The final neighborhood feature set \( F_{W} \in \mathbb{R}^{n \times k \times 3d} \) obtained via the concatenation operation \( \oplus \) is given as follows:

\[
F_{W} = F_N \oplus F_G \oplus F_s
\]  

(4)

3.3. Feature aggregation module

The computational complexity of directly inputting large-scale point clouds into the network for training is significantly higher than dividing large point clouds into small point cloud blocks. Therefore, in order to efficiently utilize the available computational resources, the attention mechanism is applied to aggregate and optimize the neighborhood features set \( F_W \), as shown in Fig. 1(b). The attention weights between center points and neighbors can be expressed as:

\[
\alpha_c^k = \text{Softmax}(\frac{i}{c}) = \frac{\exp(\frac{i}{c})}{\sum_{i=1}^{n} \exp(\frac{i}{c})}
\]  

(6)

where \( \alpha_c^k \) is the normalized attention weight. The output \( F_A \in \mathbb{R}^{n \times d} \) of the feature aggregation module is indicated in Eq. (7), and \( b \) denotes a learnable bias.

\[
F_A = \sum_{c \in |X_c|} \alpha_c^k F_W + b
\]  

(7)

The FGS module has the following main contributions. Firstly, the attention mechanism can select the information that is more critical to the current task from a large number of features. Therefore more distinguishable semantic information can be learned. Secondly, the attention mechanism can reduce attention to unimportant features or irrelevant features.

When a large-scale point cloud is taken to be trained directly, the number of points in different encoding layers will vary remarkably. The proposed ResDLPS-Net stacks different numbers of FGS modules in distinct encoding layers to minimize the number of redundant layers. This approach can guarantee high accuracy while increasing computational efficiency to a larger extent. The encoder contains five encoding layers. When the number of FGS modules in each of the five encoding layers is 2,3,2,3,2, i.e., the combination is (2,3,2,3,2), the proposed ResDLPS-Net achieves the highest accuracy, as shown in the ablation experiment. Fig. 1(b) illustrates the combination of three FGS modules. Connecting multiple FGS modules in sequence can increase the receptive field of each point. Therefore, although some points are randomly discarded during the downsampling process, the FGS module can also extract rich geometric features. In the initial downsampling stage, most of the points in the point cloud are still retained, which means that stacking too many FGS modules will greatly increase the calculation time. As the down sampling ratio of the point cloud progressively increases, the point cloud gradually becomes sparse, which leads to a loss of geometric information to some extent. In this case, relatively more FGS modules need to be stacked to increase the
3.4. Residual-Dense module

Fig. 1(c) illustrates the introduction of two types of cross-layer connections between each FGSA module to construct an RDM. The first coding layer takes the initial features \( F(x) \) of 3D points extracted by the fully connected network as the input of the residual connection. The input of the residual connection of the subsequent coding layers is the features extracted by the previous coding layers. The mapping with the introduction of the residual block is more sensitive to changes in the output and is more efficient in adjusting the weights, so the segmentation performance is better. Therefore, a residual connection is added to the first FGSA module. The features extracted by the lower-level FGSA module contain more neighbor and geometric information. However, relatively few distinguishable features can be acquired due to fewer convolution operations. The features derived from the higher-level FGSA modules have more distinguishable semantic features, but the FGSA modules have a poor perception of local details. Therefore, the proposed ResDLPS-Net unifies the dimensions of the features extracted by each FGSA module. Then the dense connection operations are performed to fuse the features. Finally, the attention mechanism is implemented to optimize the final fused features to achieve the complementary advantages of features in different layers. Consequently, the number of network layers can be increased, and more distinguishable features \( F_{RD} \in \mathbb{R}^{n \times d} \) can be extracted. Meanwhile, the problem of network degradation due to the increase of network layers can be improved to some extent.

The dimension of each variable is shown in Table 1, \( n \) represents the total number of input points, \( f \) indicates the feature dimension of each input point. \( d \) denotes the feature dimension of each \( F_H, F_S, F_c \) and \( F_d \) stands for the feature dimension of each \( F_A, d' \) is the feature dimension of each \( F_{RD} \).

4. Experiments

To fully validate the scalability of the proposed ResDLPS-Net for point clouds obtained from different sensors and for various scenes, the indoor scene dataset S3DIS dataset and the large outdoor scene datasets Semantic3D and Toronto-3D are selected for the experiments. The S3DIS dataset is collected by RGB-D sensors. The Semantic3D dataset is acquired with the terrestrial laser scanner. The Toronto-3D dataset is obtained by Teledyne Optech Maverick. The proposed ResDLPS-Net is compared with the state-of-the-art semantic segmentation networks. Four commonly used evaluation metrics, including OA, mA, IoU and mIoU, are applied to evaluate the proposed network. It is worth mentioning that a detailed ablation study is provided in Section 4.5.

Table 1

<table>
<thead>
<tr>
<th>Variable</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X )</td>
<td>( (n,f) )</td>
</tr>
<tr>
<td>( f_x )</td>
<td>( (1.3 + d) )</td>
</tr>
<tr>
<td>( F(x) )</td>
<td>( (n \times 3 + d) )</td>
</tr>
<tr>
<td>( N(x) )</td>
<td>( (n \times k \times d) )</td>
</tr>
<tr>
<td>( F_H )</td>
<td>( (n \times k \times d) )</td>
</tr>
<tr>
<td>( F_S )</td>
<td>( (n \times k \times d) )</td>
</tr>
<tr>
<td>( F_c )</td>
<td>( (n \times k \times d) )</td>
</tr>
<tr>
<td>( F_d )</td>
<td>( (n \times k \times d) )</td>
</tr>
<tr>
<td>( F_A )</td>
<td>( (n \times d) )</td>
</tr>
<tr>
<td>( F_{RD} )</td>
<td>( (n \times d') )</td>
</tr>
</tbody>
</table>

receptive field of each point. Thus, the final combination is \((2, 3, 2, 3, 2)\).

4.1. Indoor scene segmentation

4.1.1. Dataset description

The RGB-D sensor has a limited measurement range, so the point cloud density of the S3DIS dataset is relatively low. The scene consists of five large indoor areas in three different buildings, covering 6,020 square meters approximately. The S3DIS dataset has over 215 million points as well as 13 semantic elements. The semantic labels consist of structural elements (door, window, wall, ceiling, floor, beam, and column), furniture (board, sofa, table, chair, and bookcase), and clutter. Each point is composed of seven attributes: \( X, Y, Z, R, G, B, \) and label. Artificial indoor spaces usually have the same categories of objects, but the geometric structure varies greatly. Therefore, the segmentation of the S3DIS dataset is challenging.

4.1.2. Experimental setup

First, the number of neighbors for each center point is set to 16. Second, the batch sizes for training and testing are 4 and 12, respectively. The number of training and validation steps per epoch is 500 and 100, respectively. Finally, the experiments are implemented on the NVIDIA GeForce RTX 1080 Ti GPU.

4.1.3. Results and visualization of S3DIS

4.1.3.1. Overall evaluation.

The experimental part evaluates three metrics that are widely used in semantic segmentation algorithms (Qi et al., 2017a; Landrieu and Simonovsky, 2018; Thomas et al., 2019), including mIoU, OA, and mA. Table 2 shows that the performance of the proposed ResDLPS-Net is approaching or better than that of the state-of-the-art methods. For example, ResDLPS-Net achieves the best performance on the evaluation criteria mA, 0.3% higher than the state-of-the-art method RandLA-Net, and 9.3% higher than SPG with the whole large scene as input. The proposed ResDLPS-Net has a slightly lower mIoU than KPConv on the S3DIS dataset, but also achieves a good result of 70.2%, exceeding (Qi et al., 2017a; Wang et al., 2019b; Ye et al., 2018; Huang et al., 2018; Chen et al., 2019; Li et al., 2018; Zhao et al., 2019; Zhang et al., 2019; Jiang et al., 2019; Hu et al., 2020). The proposed ResDLPS-Net and PointCNN are tied for first place in OA computing.

Table 2

<table>
<thead>
<tr>
<th>Method</th>
<th>OA</th>
<th>mA</th>
<th>mIoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>PointNet (Qi et al., 2017a)</td>
<td>78.6</td>
<td>66.2</td>
<td>47.6</td>
</tr>
<tr>
<td>SPG (Landrieu and Simonovsky, 2018)</td>
<td>86.4</td>
<td>73.0</td>
<td>62.1</td>
</tr>
<tr>
<td>3P-RNN (Ye et al., 2018)</td>
<td>86.9</td>
<td>–</td>
<td>56.3</td>
</tr>
<tr>
<td>RSNet (Huang et al., 2018)</td>
<td>–</td>
<td>66.5</td>
<td>56.5</td>
</tr>
<tr>
<td>PointCNN (Li et al., 2018)</td>
<td>88.1</td>
<td>75.6</td>
<td>65.4</td>
</tr>
<tr>
<td>PointWeb (Zhao et al., 2019)</td>
<td>87.3</td>
<td>76.2</td>
<td>66.7</td>
</tr>
<tr>
<td>ShellNet (Zhang et al., 2019)</td>
<td>87.1</td>
<td>–</td>
<td>66.8</td>
</tr>
<tr>
<td>KPConv (Thomas et al., 2019)</td>
<td>–</td>
<td>79.1</td>
<td>70.6</td>
</tr>
<tr>
<td>FPConv (Lin et al., 2020)</td>
<td>–</td>
<td>–</td>
<td>68.7</td>
</tr>
<tr>
<td>RandLA-Net (Hu et al., 2020)</td>
<td>88.0</td>
<td>82.0</td>
<td>70.0</td>
</tr>
<tr>
<td>ResDLPS-Net</td>
<td>88.1</td>
<td>82.3</td>
<td>70.2</td>
</tr>
</tbody>
</table>

4.1.3.2. Visualization comparison.

Fig. 3 shows the visual segmentation results of the proposed ResDLPS-Net on the indoor dataset S3DIS. The proposed ResDLPS-Net is compared with two point cloud semantic segmentation methods (Landrieu and Simonovsky, 2018; Hu et al., 2020). The difficulty in segmenting artificial scene datasets is that the same category generally has different shapes. The segmentation results of ResDLPS-Net are approaching the ground truth in most categories. As shown in Fig. 3d (1st row), RandLA-Net segments the edges of some cluttered objects into bookcases. The proposed ResDLPS-Net has a similar situation, but only a relatively small number of cluttered objects are incorrectly segmented in Fig. 3e (1st row). The proposed ResDLPS-Net results are approaching the ground truth in most categories.
Net outperforms the latest algorithm RandLA-Net in the segmentation of object edges. Fig. 3d (2nd row) shows that RandLA-Net segments the sofa into a table and is unable to clearly identify the boundary between the wall and the board. RandLA-Net also segments the edge of the wall into the beam in Fig. 3d (4th row). Fig. 3c (2nd row, 4th row) indicates that SPG cannot segment the boards, nor can it adequately segment the edges of clutter and wall in Fig. 3c (3rd row). After comparison, it is observed that almost all of these classes belong to planar objects, and thus only limited geometric information is provided. The proposed ResDLPS-Net performs well on these planar objects. This result is mainly attributed to the FGS module that can capture the geometric features of each object well and RDM that helps the network to extract more distinguishable features. However, the proposed ResDLPS-Net does not perform well on some objects with similar structures. It may confuse these structurally similar categories, such as the table and bookcase in Fig. 3d (1st row). RandLA-Net also has a similar mis-segmentation phenomenon. SPG performs effectively on the segmentation of the table, mainly because SPG constructs a superpoint graph that can capture the non-planar geometric features validly.

### 4.2. Outdoor scene segmentation

#### 4.2.1. Dataset description

The Semantic3D dataset acquired by the terrestrial laser scanner contains about 4 billion 3D points. Each point consists of eight attributes: X, Y, Z, R, G, B, intensity and label. The scenes in the Semantic3D dataset include a variety of different natural and artificial scenes, which can effectively prevent the network from overfitting. Although the

![Segmentation results on the S3DIS dataset. Figures from top to bottom are the conference room in Area 6, the conference room in Area 4, the lobby in Area 5 and the office in Area 5.](image)

![Table 3](Table 3)

<table>
<thead>
<tr>
<th>Method</th>
<th>mIoU</th>
<th>OA</th>
<th>Man made terrain</th>
<th>Natural terrain</th>
<th>High vegetation</th>
<th>Low vegetation</th>
<th>Buildings</th>
<th>Hardscape</th>
<th>Scanning artifacts</th>
<th>Cars</th>
</tr>
</thead>
<tbody>
<tr>
<td>SnapNet (Boulch et al., 2017)</td>
<td>59.1</td>
<td>98.6</td>
<td>82.0</td>
<td>77.3</td>
<td>79.7</td>
<td>22.0</td>
<td>91.1</td>
<td>18.4</td>
<td>37.3</td>
<td>64.4</td>
</tr>
<tr>
<td>SEGCloud (Tchapmi et al., 2017)</td>
<td>61.3</td>
<td>99.1</td>
<td>93.9</td>
<td>66.0</td>
<td>86.0</td>
<td>40.5</td>
<td>91.1</td>
<td>39.9</td>
<td>27.5</td>
<td>64.3</td>
</tr>
<tr>
<td>RF-MSSF (Thomas et al., 2018)</td>
<td>65.3</td>
<td>99.4</td>
<td>95.9</td>
<td>67.2</td>
<td>83.8</td>
<td>36.7</td>
<td>92.4</td>
<td>31.3</td>
<td>50.0</td>
<td>78.2</td>
</tr>
<tr>
<td>MSDepVoxNet (Royer et al., 2019)</td>
<td>69.3</td>
<td>93.2</td>
<td>96.3</td>
<td>90.4</td>
<td>83.9</td>
<td>41.0</td>
<td>94.2</td>
<td>34.7</td>
<td>43.9</td>
<td>70.2</td>
</tr>
<tr>
<td>ShellNet (Zhang et al., 2019)</td>
<td>70.8</td>
<td>91.9</td>
<td>86.4</td>
<td>77.7</td>
<td>85.8</td>
<td>60.6</td>
<td>94.2</td>
<td>37.3</td>
<td>43.5</td>
<td>77.8</td>
</tr>
<tr>
<td>GACNet (Wang et al., 2019a)</td>
<td>73.2</td>
<td>94.0</td>
<td>97.4</td>
<td>92.6</td>
<td>87.9</td>
<td>44.0</td>
<td>83.2</td>
<td>31.0</td>
<td>63.5</td>
<td>76.2</td>
</tr>
<tr>
<td>SPG (Landrieu and Simonovsky, 2018)</td>
<td>74.6</td>
<td>92.9</td>
<td>90.9</td>
<td>82.2</td>
<td>84.2</td>
<td>47.9</td>
<td>94.9</td>
<td>40.0</td>
<td>77.3</td>
<td>79.7</td>
</tr>
<tr>
<td>RPCConv (Thomas et al., 2019)</td>
<td>74.9</td>
<td>94.5</td>
<td>97.5</td>
<td>93.0</td>
<td>88.1</td>
<td>48.1</td>
<td>94.6</td>
<td>36.2</td>
<td>72.0</td>
<td>68.0</td>
</tr>
<tr>
<td>RandLA-Net (Hu et al., 2020)</td>
<td>77.4</td>
<td>94.8</td>
<td>95.6</td>
<td>91.4</td>
<td>86.6</td>
<td>51.5</td>
<td>95.7</td>
<td>51.5</td>
<td>96.9</td>
<td>76.8</td>
</tr>
<tr>
<td>ResDLPS-Net</td>
<td>76.5</td>
<td>94.4</td>
<td>95.6</td>
<td>90.7</td>
<td>89.2</td>
<td>53.4</td>
<td>94.7</td>
<td>50.8</td>
<td>58.9</td>
<td>78.6</td>
</tr>
</tbody>
</table>
Semantic3D dataset has a relatively high point density, only a limited number of views are feasible. This dataset is divided into eight categories: man made terrain, natural terrain, high vegetation, low vegetation, buildings, hardscape, scanning artifacts, and cars. The Toronto-3D dataset is the latest large-scale outdoor point cloud dataset for semantic segmentation, which is obtained by the vehicle-mounted MLS system and covers approximately 1 km of road. The dataset contains nearly 78.3 million points. Each point is comprised of 10 attributes: X, Y, Z, R, G, B, intensity, GPS time, scan angle rank and label. The dataset is composed of four parts. L001, L003, and L004 are selected as the train set. L002 is chosen as the test set, which covers about 250 m. The dataset is classified into nine categories: road, road marking, natural, building, utility line, pole, car, fence, and the unclassified object. New and challenging categories such as road markings and utility lines are included. Road markings include a variety of markings, such as crosswalks and arrows. The proximity of road markings to the road surface increases the difficulty of segmentation.

4.2.2. Experimental setup

First, the batch size is programmed to 4 for training and 10 for evaluation on both datasets. Then, the number of training steps per epoch is 500, and the validation steps of each epoch are 100. Furthermore, the maximum training epoch on both datasets is set to 150. Eventually, The other settings are the same as those on the S3DIS dataset.

4.2.3. Results and discussions of semantic3D

4.2.3.1. Overall evaluation. Table 3 illustrates the quantitative results of the mainstream methods on the Semantic3D dataset. The proposed ResDLPS-Net outperforms most deep learning methods (Boulch et al. 2017; Thomas et al. 2018; Roynard et al. 2018; Zhang et al. 2019; Wang et al. 2019a; Thomas et al. 2019) in terms of the mIoU and OA. It can be observed from Table 3 that the proposed ResDLPS-Net performs poorly in the semantic segmentation of low vegetation, partly due to the difficulty in distinguishing low vegetation from natural terrain. The criteria for the distinction between natural terrain and low vegetation are not yet clear. Natural terrain contains a majority of grasses, while the segmentation criterion for low vegetation is flowers and bushes under 2 m. This defining criterion is relatively vague and has much overlap, making it difficult for the network to distinguish between the two boundaries accurately. This causes mis-segmentation to some extent. The proposed ResDLPS-Net is slightly worse than RandLA-Net in terms of mIoU and OA. This is mainly due to the suboptimal segmentation in the category of scanning artifacts, which severely affects the computation of OA. Scanning artifacts are generated by objects that move dynamically during the scanning process of the terrestrial laser scanner. Since scanning artifacts have no fixed shape, it is hard for deep learning networks to learn their features. Scanning artifacts are influenced by hardware devices such as scanners. The Toronto-3D dataset is obtained by the Teledyne Optech Maverick with almost no scanning artifacts.
4.2.3.2. Visualization comparison. Fig. 4 shows four different natural and artificial scenes, including castles, squares, farms, sports fields, churches, etc. The proposed ResDLPS-Net achieves good segmentation performance in each scene. Fig. 5 illustrates the visual comparison of the proposed ResDLPS-Net with the latest algorithm KPConv. The red boxes indicate the segmentation errors. It is obvious that KPConv has segmentation errors in many places, such as stairs, cars, high vegetation, etc. ResDLPS-Net performs relatively satisfactorily in these places. However, it can be observed that there are still some incorrect segmentations when segmenting the boundaries of objects. The proposed ResDLPS-Net segments the poles next to the high vegetation as high vegetation. This is because the points of these poles are relatively few and sparsely distributed, resulting in comparatively fewer features provided by this part of the data. Meanwhile, the poles and trunks have similar shapes, and the proposed ResDLPS-Net cannot segment different objects with similar shapes well.

4.2.4. Results and discussions of Toronto-3D

4.2.4.1. Overall evaluation. Table 4 illustrates the results of the proposed ResDLPS-Net compared with the latest algorithms tested on the Toronto-3D dataset. ResDLPS-Net achieves the best performance in the computation of mIoU. The optimal results are also obtained on the two classes of the dataset. The mIoU of the proposed ResDLPS-Net on the Toronto-3D dataset is 9.77% and 6% higher than that of MSTGNet and RandLA-Net, respectively. This validates the advantage of ResDLPS-Net in segmenting large urban scene datasets. RandLA-Net does not present segmentation results for the Toronto-3D dataset. To ensure fairness, the segmentation results in Table 4 are obtained from the GitHub of the MSTGNet algorithm, which provides the Toronto-3D dataset. The proposed ResDLPS-Net achieves 59.80% IoU in the new challenge category (road marking), which is 42.61% and 37.76% higher than MSTGNet and RandLA-Net, respectively. This is mainly attributed to the addition of residual connections and dense convolutional connections in ResDLPS-Net, which enables the network to extract more distinguishable high-level features. In addition, the inclusion of the attention mechanism optimizes the fusion of features.

4.2.4.2. Performance on road markings. Table 4 exhibits that the IoU of the proposed ResDLPS-Net on road markings is much higher than the current segmentation algorithm. A detailed visual comparison of road markings on the Toronto-3D dataset is presented in Fig. 6 to validate this result. The red boxes indicate the segmentation errors. It can be explicitly observed that KPConv can hardly segment zebra crossings and other signs on the road and segments this part of the point cloud into the road in Fig. 6c. Fig. 6d (2nd row) indicates that MSTGNet can segment a small number of simple road markings, but it is unable to segment the complex zebra crossings in Fig. 6d (1st row). This is because the road markings are complex and contain multiple shapes and structures.
and the road markings are on the same plane. In this case, the data provides few 3D geometric features and distinguishable features. Fig. 6e illustrates that the proposed ResDLPS-Net can segment lane lines clearly and zebra crossings effectively. These visualization results show the advantages of the proposed FGS module for planar object segmentation and the effectiveness of RDM for obtaining distinguishable features.

4.2.4.3. Performance on poles and fences. Figs. 7 and 8 compare the segmentation results of the poles and fences on different networks. KPConv segments tree trunks into poles in Fig. 7c (1st row) and the top of poles into buildings in Fig. 7c (2nd row). MSTGNet cannot segment the cars next to the building in Fig. 7d (2nd row). The proposed ResDLPS-Net performs well in the categories of natural, poles, and cars. Fig. 8c shows that KPConv cannot segment the fences next to trees. KPConv generates different shifts for each convolution, improving the network’s ability to adapt to the geometry of the scene objects. However, it is difficult for KPConv to achieve relatively broad spatial coverage when segmenting large-scale outdoor scene point clouds, which leads to some classes with fewer points being segmented incorrectly. MSTGNet is capable of segmenting a portion of the fences with complete shapes, as shown in Fig. 8d. Fig. 8e indicates that the proposed ResDLPS-Net can segment the fences relatively well, but there are still some slight errors in the segmentation of the edges. This phenomenon is mainly attributed to the relatively few points in the edge part, which provides an insufficient number of effective features and thus increases the difficulty of semantic segmentation. The edge segmentation problem of objects is common in current semantic segmentation methods. However, it can be observed that ResDLPS-Net has a significant improvement compared to other algorithms.

4.3. Ablation study

Table 5 shows the impact of the various components of the proposed ResDLPS-Net on point cloud semantic segmentation. CRB
(concatenation, residual connection) means that there is no dense convolution connection in ResDLPS-Net. CDB (concatenation, dense convolutional connection) indicates that ResDLPS-Net has no residual connection. PRDB (parallel, residual connection, dense convolutional connection) represents that the connection method of FGSA modules in parallel. CRDB (concatenation, residual connection, dense convolutional connection) denotes that the connection approach of the FGSA modules is concatenation. According to the quantitative comparison results of the changes of each component, it can be observed that when there is no residual module (concatenation, dense convolutional connection), the mIoU on the Semantic3D dataset is the lowest, as illustrated in Table 5. The segmentation is best when all modules are included. The experimental results validate that the proposed optimization with joint training of residual and dense convolutional connections is effective. Multiple FGSA modules in concatenation do help to optimize the final results of semantic segmentation.

4.3.1. Performance on object edges

Fig. 9 shows the effect of different functional modules on the semantic segmentation of object edges. The red boxes represent the segmentation errors. It can be observed that when the functional modules of ResDLPS-Net are incomplete, the network has many errors in segmenting high vegetation, cars, and hardscapes (stairs, garden walls, etc.). These experimental phenomena also validate the superiority of the
proposed ResDLPS-Net. Fig. 9b (1st row) indicates that the network confuses buildings and high vegetation when there is no dense convolutional connection. Fig. 9d and 9e illustrate that the semantic segmentation is better when the connection method of each FGSA module in the RDM is concatenation rather than parallel. This improvement is attributed to the establishment of connections between each network layer and all layers in front of the layer, which is conducive to network training and increases the receptive field. The Semantic3D dataset does not display the true test labels, so it is unknown whether the sculpture in training and increases the receptive field. The Semantic3D dataset does not display the true test labels, so it is unknown whether the sculpture in training and increases the receptive field. The Semantic3D dataset does not display the true test labels, so it is unknown whether the sculpture in training and increases the receptive field. The Semantic3D dataset does not display the true test labels, so it is unknown whether the sculpture in training and increases the receptive field. The Semantic3D dataset does not display the true test labels, so it is unknown whether the sculpture in training and increases the receptive field. The Semantic3D dataset does not display the true test labels, so it is unknown whether the sculpture in training and increases the receptive field.

4.3.2. Performance on buildings

Fig. 10 presents a comparison of the impact of distinct functional modules on building segmentation. When no dense convolutional connection is applied, the network will segment the top of the building into high vegetation, as demonstrated in Fig. 10c (1st row). The dense convolutional connection is of great significance as it optimizes the features extracted from each network layer. Fig. 10d (1st row) displays that PRDB may result in the top of the building being segmented into high vegetation, which indicates that the network does not learn the features in this region efficiently. As illustrated in Fig. 10e (2nd row), only the complete ResDLPS-Net network can segment the roof well.

Similarly, to more convincingly verify that joint residual-dense optimization is better than separate training, this paper also conducts comparative experiments on the S3DIS dataset and the Toronto-3D dataset in Table 6. The experiments show that joint training can obtain the best segmentation performance. This is because residual connections are helpful to increase the number of network layers and extract more distinguishable features, while dense convolutional connections focus on better reuse of features. Joint training can achieve complementary advantages.

Each coding layer is assigned an RDM. The ablation studies are conducted on the number of FGSA modules in the five RDMs in Table 7. (2, 3, 2, 3) represents that the number of FGSA modules in the five RDMs are 2, 3, 2, 3, 2, respectively. (2, 3, 2, 3) is also the best combination, which can continuously adjust the receptive field and has a moderate number of network layers. This approach can achieve a balance between extracting high-level semantic features and preventing network degradation. It can also be observed that although the segmentation results of other permutations are lower than (2, 3, 2, 3, 2), the mIoU of these permutations is still higher than the latest algorithms, such as MSTGNet and RandLA-Net.

5. Discussion

This paper conducts comparative experiments on three datasets collected by three different sensors. The scalability of the proposed ResDLPS-Net is discussed in terms of these three aspects: the sensors acquiring the dataset, the number of points in the objects, and the shape of the objects.

There are gaps in the overall performance of the proposed ResDLPS-Net in each dataset. ResDLPS-Net performs better on the S3DIS dataset, average on the Semantic3D dataset in general, but is most prominent on the Toronto-3D dataset. The S3DIS dataset was acquired by the RGB-D sensor in 2016. The RGB-D sensor obtains the 3D spatial location of every pixel from the depth map based on the placement of the center point of the camera, which in turn yields point clouds. However, the measurement of the RGB-D sensor is limited by the shooting light, the occlusion between objects, and the shooting angle. Therefore, the spatial architecture of the point cloud is not accurate enough, i.e., the spatial structure of the acquired point cloud is somewhat different from the original scene. However, since the structure of the objects in the indoor dataset is relatively simple, the influence is not severe. The Semantic3D
dataset was collected by terrestrial laser scanners in 2017. Although the density of the point cloud collected by terrestrial laser scanners is greater than 100 points/m², only limited views are viable. Also, the Semantic3D dataset has more scanning artifacts. The scanning artifacts do not have a fixed shape, so it is difficult for the network to learn their features. The Toronto-3D dataset was acquired by Teledyne Optech Maverick in 2020 and had a high density of almost 1000 points/m². Moreover, the Toronto-3D dataset covers the full range of the vehicle-mounted MLS sensor from the centerline of the road, nearly 100 m. Furthermore, the data has almost no scanning artifacts. The proposed ResDLPS-Net is somewhat dependent on the accuracy of the point clouds collected by the sensors, which is a limitation of ResDLPS-Net. However, with the development of sensors, the collected point clouds will become more and more accurate, and the practicability of the proposed ResDLPS-Net may be stronger.

Table 8 shows the number of points per category on the Toronto-3D dataset. The proposed ResDLPS-Net performs excellently in most of the categories with a high number of points. Moreover, ResDLPS-Net also has a great improvement in categories with fewer points compared to other networks. It can be seen from Figs. 6–8 that the proposed ResDLPS-Net has satisfactory segmentation effects on road markings, poles, and fences with fewer points. This is mainly because stacking multiple FGSA modules can effectively increase the receptive field of each point.

In terms of object shape, the proposed ResDLPS-Net can segment objects in the same plane well. For example, the boards, the clutters, and walls on the S3DIS dataset in Fig. 3, and roads and road markings on the Toronto-3D dataset in Fig. 6. The planar objects provide limited 3D geometric information, but the proposed ResDLPS-Net performs well in this case. This is the advantage of ResDLPS-Net because most of the networks have difficulty in segmenting road markings and roads, as shown in Fig. 6, as well as the boards and clutters on the wall as illustrated in Fig. 3. This result is mainly because the FGS module proposed in ResDLPS-Net can effectively capture the basic geometric and semantic features of each object. At the same time, the RDM can help the network extract more distinguishable features. However, the proposed ResDLPS-Net may confuse different objects with similar structures. As for example, the tables and bookcases on the S3DIS dataset are shown in Fig. 3, and the poles and trunks, low vegetation, and natural terrain on the Semantic3D dataset in Fig. 5. This may be because objects with similar shapes initially have fewer distinguishable features. After random sampling, some key points with distinguishable features are discarded, making the objects more challenging to be segmented. Although the proposed ResDLPS-Net has a great improvement in the segmentation of object edges compared with other networks, the insufficiency of distinguishable features also leads to inaccurate segmentation of the edges of objects to some extent. For example, the clutter edge in Fig. 3, the fence edge in Fig. 8, and so on. This is a common mis-segmentation phenomenon in current semantic segmentation networks. Therefore, it is important to design an appropriate sampling strategy and neighbor query strategy so that the down-sampled point cloud achieves a higher spatial coverage in the future.

6. Conclusion

This paper introduces a novel large-scale point cloud semantic segmentation network without block dividing operation, referred to as ResDLPS-Net. The main contributions of this paper can be divided into the following parts. Firstly, a new local feature extraction module is designed to sufficiently extract neighbor features, geometric features, and semantic features. Then, the important features in the neighborhood feature set are learned and aggregated by the attention mechanism. Multiple feature aggregation modules are stacked to increase the perceptual field of each point. Further, the proposed ResDLPS-Net incorporates residual connections and dense convolutional connections into the semantic segmentation of 3D point clouds to extract more distinguishable features. Finally, the proposed ResDLPS-Net achieves satisfactory segmentation results on the indoor dataset S3DIS and the outdoor datasets Semantic3D and Toronto-3D.
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