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Statistical model fitting

(Linear model, Gaussian process regression, etc.)

𝑥1

𝑥𝑑

𝑦

Unveil the blackbox among features/variables

Regression problem / Supervised learning
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Gaussian process regression: 𝑂(𝑛3)

3.8GHz i7 CPU

64GB ram

𝑛 = 100,000
𝑑 = 8
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Joseph and Mak (2021)



Literature Review
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Supercompress (Joseph and Mak, 2021)

◼ Contour plot: Michaelwicz function in 2 dimensions

◼ Choose 200 points from 20,000 points (~ U(0,1)2)

◼ 200 points → 200 nearest regions (Voronoi regions)

K-means clustering on X



Methodology

• Idea:
• Input space➔ response-homogeneous regions (strata)
• Sampling from every region (stratum)

• Partitioning estimate is relevant
• Nonparametric regression estimate
• Aka Regressogram, Regression histogram

• What are good response-homogeneous (R-H) strata?

Partitioning estimate converges to 𝑓(𝒙)
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መ𝑓(𝒙) =
σ𝑖=1
𝑛 𝑦𝑖I(𝒙𝑖 ∈ 𝐴(𝒙))

σ𝑖=1
𝑛 I(𝒙𝑖 ∈ 𝐴(𝒙))



Methodology

• Data: 𝒙𝑖 , 𝑦𝑖 iid ~ 𝐹, 𝑖 = 1,… , 𝑛, with 𝒙𝑖 , 𝑦𝑖 ∈ ℝ𝑑 × ℝ

• Generate 𝑘 clusters on the Y-space. Then form 𝑘 R-H strata on
the X-space.
• Clusters (Y-space): ℐ1, ℐ2, … , ℐ𝑘
• R-H strata (X-space): 𝒜1,𝒜2, … ,𝒜𝑘

• ℐ1, ℐ2, … , ℐ𝑘 are constructed by minimizing

𝑔 𝑦 : marginal density function of the response

• 𝒜1,𝒜2, … ,𝒜𝑘 are constructed by 𝑓−1(ℐ𝑙)s (inverse images of ℐ𝑙)
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Methodology

• Assume: (i) 𝑓(𝒙) is bounded; (ii) Var(𝑌|𝑥) is bounded; (iii)
𝑔 𝑦 is bounded, defined on a compact support, and has 1st

to 4th bounded derivatives. Then, the MISE for the
partitioning estimate መ𝑓 𝒙 is:

• Suggest 𝑘 = 𝑛
1

3 ➔ Convergence rate: O 𝑛−
2

3
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Methodology

• 𝑓 𝒙 is unknown

• ℐ1, ℐ2, … , ℐ𝑘 are constructed by the sample k-means
clustering (Pollard, 1981):

• 𝒜1, 𝒜2, … ,𝒜𝑘 are constructed by
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Minimize σ𝑖=1
𝑛 min1≤𝑙≤𝑘 𝑦𝑖 − 𝑐(ℐ𝑙)

2 over ℐ1, ℐ2, … , ℐ𝑘



Methodology

• Michalewicz function (𝑑 = 2)
• 𝑛 = 1000
• 𝑘 = 9
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Methodology: SSS

• We refer to the proposed method as
Supervised Stratified Subsampling (SSS)

• Decide subdata size 𝑛𝑆
• Randomly select 𝑛𝑗 data points in 𝒜𝑗 without replacement
• Repeat 𝐵 times and aggregate the predictions

• Optimal allocation of 𝑛𝑗s: 𝑛𝑗 ∝ MISE due to 𝒜𝑗

• Using partitioning estimate, the usual bagged prediction
ҧመ𝑓𝑆 𝒙 is unbiased for መ𝑓 𝒙 , and
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E න ҧመ𝑓𝑆 𝒙 − 𝑓(𝒙)
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Methodology: SSS

• Two aggregation methods for ҧመ𝑓𝑆 𝒙 :
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rSSS: robustified SSS

• Algorithm
• Apply k-means on Y with 𝑘 = 𝑛1/3

• Form the clusters 𝑦𝑖1, … , 𝑦𝑖𝑘𝑖: 𝑖 = 1,… , 𝑛1/3

• Form the sets 𝒙𝑖1, … , 𝒙𝑖𝑘𝑖: 𝑖 = 1,… , 𝑛1/3

• Form the nearest regions on the X-space using
𝒙𝑖1, … , 𝒙𝑖𝑘𝑖: 𝑖 = 1,… , 𝑛1/3

• If #(some region)>10, then apply k-means on X to that region

with 𝑘 = min{𝑘∗:
SSbetween

SSwithin
> 0.95}

• Form strata 𝒜1, 𝒜2, … ,𝒜𝑘′ (𝑘
′ ≥ 𝑘)

• Randomly sample data points in each 𝒜𝑙
• Repeat 𝐵 times. Then aggregate
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Simulation: Welch function  

• 𝑑 = 20
• Distribution of X: (1) uniform; (2) mixture normal (3) T
• 100,000 training + 10,000 testing 
• Subdata size: 1,000
• SNR = 5
• 𝐵 = 5

• Methods: rSSS-K-GL/OL, rSSS-Seq-GL/OL, supercompress, ASMEC, SRS

• Models

• Gaussian process regression (mleHomGP)

• Gaussian correlation function 

• Matern32 function

• k-NN (𝑘 = 1 and 𝑘 = 2, knn.reg)

15

40 replications ➔ 40 RMSPEs
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Desktop computer with a 3.20GHz Intel Corei9 CPU and 128GB of RAM



WEC Dataset

• The Wave Energy Converters (WEC) dataset, provided by UCI Machine 
Learning Repository (Dua and Graff, 2019)
• Y: total power output
• X: 32 location variables and 16 absorbed power variables (𝑑 = 48)
• 288,000 = 252,000 for training + 36,000 for testing (divided by SRS)
• Subdata size: 1,000
• 𝐵 = 5

• Methods: rSSS-K-GL/OL, rSSS-Seq-GL/OL, supercompress, ASMEC, SRS,   
Chang(2023)

• Models
• Gaussian process regression (mleHomGP)

• Gaussian correlation function 

• k-NN (𝑘 = 1 and 𝑘 = 5, knn.reg)
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40 replications ➔ 40 RMSPEs
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8.59 minutes

30.57 minutes

19.95 minutes

75.20 minutes

Desktop computer with a 3.20GHz Intel Corei9 CPU and 128GB of RAM



Conclusion

• Aim at a model-free and -robust subsampling method

• Propose Supervised Stratified Subsampling (SSS)
• Form response-homogeneous (R-H) strata
• Sampling from every R-H stratum

• Large 𝐵➔ High computational cost (𝐵 = 5 seems fine)

• Observations from the numerical studies:
• Chang(2023) not good for k-NN

• supercompress usually better for 1-NN (non-smooth model)

• SSS seems more robust
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Thank you for your attention

Ming-Chung Chang (2024): Supervised Stratified Subsampling for Predictive Analytics, Journal of 
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Appendix
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