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Word Frequency Effects on Recall, Recognition, 
and Word Fragment Completion Tests 

Colin M. MacLeod and Kristina E. Kampe 
University of Toronto, Scarborough Campus 

In 3 experiments, the effect of word frequency on an indirect word fragment completion test and on 
direct free-recall and Yes-no recognition tests was investigated. In Experiment 1, priming in word 
fragment completion was substantially greater for low-frequency words than for high-frequency 
words, but free recall was unaffected. Experiment 2 replicated the word fragment completion result 
and showed a corresponding effect in recognition. Experiment 3 replicated the low-frequency 
priming advantage in word fragment completion with the set of words that P. L. Tenpenny and E. J. 
Shoben (1992) had used in reporting the opposite pattern in word fragment completion. Using G. 
Mandler's (1980) dual-process theory, the authors argue that recognition and word fragment 
completion tests both rely on within-item integration that influences familiarity, whereas recall 
hinges on elaboration that influences retrievability. 

One of the earliest empirical observations in cognitive 
psychology was made by CatteU (1886b). He demonstrated 
that the frequency of occurrence of a word in a language 
affects even the most basic processing of that word, its speed of 
recognition. People do not process aardvark or kumquat as 
quickly---or indeed in the same way--as  they process horse or 
apple. That same year, in attempting to explain why words are 
read aloud faster than the corresponding objects or their 
properties can be named aloud, Cattell (1886a) suggested that 
words were processed automatically, whereas other stimuli 
were not. With a slight modification, this same explanation 
could be extended to the word frequency effect: The degree of 
automaticity of processing words decreases as their frequency 
in the language decreases. Automaticity is a direct function of 
experience. 

Since Cattell 's pioneering work, word frequency has been a 
persisting subject of study for investigators concerned with the 
identification or recognition of words (e.g., Becker, 1979; 
Monsell, Doyle, & Haggard, 1989; Morton, 1969; Solomon & 
Postman, 1952). Numerous potential confounds have been 
eliminated, and word frequency has remained as a potent 
variable. In general, these studies have shown that high- 
frequency words are identified faster than low-frequency 
words (e.g., Howes & Solomon, 1951), although processes 
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beyond identification may also be affected (Monsell et al., 
1989). All of these results strongly suggest that a word's 
frequency is part of its representation in memory. 

Because memory must underlie this identification differ- 
ence, investigators studying memory have continued to be 
interested in word frequency effects (e.g., Hall, 1954; Jacoby 
& Dallas, 1981; Peters, 1936; Scarborough, Cortese, & Scar- 
borough, 1977; Sumby, 1963). In most studies of word fre- 
quency effects in memory, researchers have used conventional 
recognition or recall tests as the dependent measure, tests 
now classified as direct tests because they require awareness 
of retrieval from memory (see Richardson-Klavehn & Bjork, 
1988; Schacter, 1987). Only very recently has  explora- 
tion begun into word frequency effects on indirect tests, 
which can be performed without awareness of retrieval from 
memory. 

W o r d  F r e q u e n c y  Effects  on  Di rec t  Tes t s  o f  M e m o r y  

The commonly accepted wisdom for direct tests can be seen 
in two summary statements made a decade apart. Kintsch 
(1970, p. 277) wrote that "while it is known that high-frequency 
words tend to be recalled better than low-frequency words 
(Hall, 1954) the opposite relationship holds for recognition 
(Schwartz & Rouse, 1961; Gorman, 1961; Shepard, 1967)." 
Mandler (1980, p. 267) made very much the same claim: 

Subjects are more likely to recognize a low frequency word as 
having been previously presented than a high frequency word. 
Free recall follows the more expected pattern, of course, in that 
high frequency items are easier to recall than low frequency ones. 

This pattern can be taken as evidence of a dissociation 
between recall and recognition, a finding of considerable 
interest to theorists (e.g., Gillund & Shiffrin, 1984; Mandler, 
1980). 

In fact, the dissociation is a little more complicated: There 
are important constraints on both the recall and recognition 
results. Gregg (1976) highlighted the recall constraint in his 
review of the literature, and it is a focal point in the Gillund 
and Shiffrin (1984) article. High-frequency words are better 
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recalled than low-frequency words only for pure lists of either 
high or low word frequency, typically in a between-subjects 
design (e.g., Bousfield & Cohen, 1955; Shepard, 1967; Under- 
wood, Ekstrand, & Keppel, 1965). In a within-subject design, 
in which a mixed list of both high- and low-frequency words is 
used, the word frequency effect in recall generally disappears, 
and low-frequency words are recalled as well as, or sometimes 
even a little better than, high-frequency words (e.g., Duncan, 
1974; Gregg, 1976). 

In two studies, this impact of design on the frequency effect 
in recall has been examined directly. Both Gregg, Montgom- 
ery, and Castano (1980) and Gillund and Shiffrin (1984) found 
the recall advantage for high-frequency words in pure lists but 
not in mixed lists. The same was true when trials to acquisition 
of the list, instead of recall after a single study trial, were 
examined (May & Tryk, 1970). Thus, what effect a word 
frequency manipulation should have on a direct test of recall 
hinges on the design of the experiment. Recall rarely shows the 
low-frequency advantage characteristic of recognition, except 
in a couple of cases in mixed lists (Duncan, 1974; May & Tryk, 
1970). 

With regard to recognition, the results are more consistent, 
at least for item recognition. In addition to the studies cited by 
Kintsch (1970), there are more recent studies that make the 
same point: Performance on direct item recognition tests is 
better for low-frequency words than for high-frequency words--  
whether in yes-no recognition (e.g., Balota & Neely, 1980) or 
in forced-choice recognition (e.g., Glanzer & Bowles, 1976)--- 
even when the dependent measure is latency rather than the 
standard accuracy measure (Duchek & Neely, 1989). Indeed, 
Wallace, Sawyer, and Robertson (1978) even obtained this 
pattern without distractors; they instructed participants that 
all of the test items were in fact old but asked them to indicate 
only the ones they definitely remembered. Presumably, this 
low-frequency advantage in item recognition is related to the 
considerably greater increment in familiarity furnished by 
studying a low-frequency word versus a high-frequency word, 
as has been argued cogently by Mandler (1980, pp. 266-268). 

Quite recently, Clark (1992; Clark & Burchett, 1994) has 
placed a qualification on the recognition result as well. His 
work replicated the low-frequency advantage in standard item 
recognition tests, but he reported that it reversed for associa- 
tive recognition of pairs (Clark, 1992) or triples (Clark & 
Burchett, 1994). Associative recognition--that is, recognizing 
whether a test pair is an intact studied pair or the recombina- 
tion of items from two studied pairs--is better for high- 
frequency words. Clark and Burchett also replicated the 
pure-mixed list effect in recall but showed that there was no 
such effect on either type of recognition. 

In summary, then, direct tests show a complicated but 
reasonably consistent pattern. In free recall, there is a high- 
frequency advantage in pure lists but not in mixed lists, 
in which there usually is no frequency effect. The pure- 
mixed manipulation does not affect recognition. For item 
recognition, there is a low-frequency advantage; for associative 
recognition, there appears to be a weak high-frequency ad- 
vantage. 

Word  Frequency  Effects on Indirect  Tests o f  Memory  

There is less known about the effects of word frequency 
manipulations on indirect tests, partly because of the recency 
of their development. Two of the most widely recognized 
indirect tests (el. Richardson-Klavehn & Bjork, 1988)--lexical 
decision and masked word identification--both consistently 
show better overall performance for high-frequency words 
than for low-frequency words (e.g., Duchek & Neely, 1989; 
Forster & Davis, 1984; Jacoby & Dallas, 1981; Kirsner, Milech, 
& Standen, 1983; Scarborough et al., 1977). However, overall 
performance is not the primary concern in studies in which 
indirect tests are used; rather, the major interest is in priming, 
the increment in performance accruing to a target item 
because of prior presentation of that item. Typically, the 
priming result is the reverse of the overall finding: Priming is 
greater for low- than for high-frequency words, a conclusion 
that also derives from the five studies just cited. This fact led 
Jacoby and Dallas to argue that a direct test (recognition) and 
an indirect test (masked word identification) actually showed 
the same pattern in response to word frequency "if one 
considers change in performance produced by prior study 
rather than absolute performance" (1981, p. 320). That is, both 
item recognition and priming in masked word identification 
showed a low-frequency advantage. 

In a recent article, MacLeod (1989b) also observed more 
priming for low-frequency than for high-frequency words, this 
time on a word fragment completion test, another widely used 
indirect test. However, that study was designed to explore 
context effects on indirect tests and did not systematically 
manipulate word frequency. The observed frequency effect 
was based on an after-the-fact item analysis. Consequently, 
variables other than word frequency could have determined 
the outcome. Also, there was no direct test with which to 
contrast the indirect test results. One purpose of the present 
study was to examine these issues in detail. 

The timeliness of the present study was also enhanced by the 
recent appearance of an article by Tenpenny and Shoben 
(1992). In their Experiment 3, they examined the impact of a 
word frequency manipulation on word fragment completion. 
What they found is rather surprising in light of the studies just 
described: They observed reliably more priming for high- 
frequency words than for low-frequency words. This result is at 
odds with the rest of the literature on word frequency effects 
on indirect remembering, including the two studies in which 
the same indirect test of word fragment completion was used 
(MaeLeod, 1989b; Roediger, Weldon, Stadler, & Riegler, 
1992), and therefore warrants further exploration. This pro- 
vided a major motivation for our research: to resolve the 
nature of the word frequency effect on the word fragment 
completion test. 

W o r d  Frequency  and Type of  Test  

The original aim of the present experiments was to investi- 
gate the dissociative effects of word frequency on different 
direct and indirect tests of memory. Word frequency is one of 
only a small set of variables known to dissociate recall and item 
recognition, two direct tests of memory. Word frequency also 
affects repetition priming in lexical decision and masked word 
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identification, but  in the same way as each o ther - -more  
priming for low-frequency than for high-frequency words, 
analogous to the standard finding on a direct recognition test. 
Ultimately, though, a second aim emerged for the present 
study: to clarify the nature  of the word frequency effect on the 
word fragment completion test in particular. After  MacLeod 
(1989b) obtained results that suggested a low-frequency prim- 
ing advantage in word fragment completion, Tenpenny  and 
Shoben (1992, Experiment  3) had reported a high-frequency 
advantage, whereas Roediger et al. (1992, Experiment 3) had 
reported a low-frequency advantage. We investigated this 
discrepancy in Experiment  3. 

In the three experiments reported in this article, word 
frequency was manipulated in mixed-list designs. In each of 
the first two experiments, we used a direct test of memory (free 
recall in Experiments 1 and 3 and item recognition in Experi- 
ment  2), and in all three experiments we used the same 
indirect test of memory (word fragment completion). This 
scheme had the advantages of permitting (a) replication of the 
novel word fragment completion results over the three experi- 
ments and (b) separate contrasts of the indirect word fragment 
completion test with the two most widely used direct tests: 
recall and recognition. 

E x p e r i m e n t  1 

In this first experiment, the expectation was that word 
frequency should affect free recall and word fragment comple- 
tion differently. When using a mixed-list design, there should 
be no effect of word frequency on free recall, the direct test 
(e.g., Gi l lund & Shiffrin, 1984; Gregg et al., 1980). This, of 
course, simply would provide replication of an already well- 
replicated result, but  with the same materials to be used in 
word fragment completion. Prediction of the effect of the word 
frequency manipulat ion on word fragment completion was not  
as straightforward. On the basis of the results from other 
indirect measures (e.g., Jacoby & Dallas, 1981) and two studies 
of word fragment completion (MacLeod, 1989b; Roediger et 
al., 1992, Experiment 3), low-frequency words should show 
more priming than high-frequency words in word fragment 
completion, the indirect test. However, the MacLeod analysis 
was post hoc, and the Roediger et al. result displayed only 6% 
more priming for low-frequency words (.15) than for high- 
frequency words (.09). Furthermore,  the findings of Tenpenny  
and Shoben (1992, Experiment 3) lead to the opposite conclu- 
sion for word fragment completion: They observed 7% more 
priming for high-frequency words (.26) than for low-frequency 
words (.19). Regardless of the direction of the difference in 
priming in word fragment completion, however, the predicted 
result was a dissociation between the direct and indirect 
tests. 

Method 

Participants. The participants were 24 students from introductory 
psychology classes at the Scarborough Campus of the University of 
Toronto who received bonus points toward their grade for taking part 
in the experiment. 

Apparatus. Stimulus presentation was controlled by a QuickBA- 
SIC program running on an IBM-compatible 286 computer with an 
amber monochrome monitor. Millisecond accuracy timing routines 
were taken from Graves and Bradley (1987, 1988). All materials were 
printed in regular lowercase font with 80 characters per line. 

Materials. A pool of 96 critical words was selected from the Dahl 
(1979) norms. Half of the words were high in frequency (20 or more 
per million), and half were low in frequency (1 or fewer per million). In 
addition, a further set of 48 words was selected for use as filler material 
on the word fragment completion test. These filler items, which were 
not controlled for word frequency, are not included in the analyses in 
either experiment. The entire set of 144 words is presented in the 
Appendix. All were either nouns or adjectives and ranged in length 
between 6 and 10 letters. 

For each of the words, a corresponding fragment was created; in the 
Appendix we indicate how a fragment was formed by underlining 
those letters omitted from each word. The particular fragments used in 
the first two experiments were chosen from a larger set examined in a 
pilot study. The criteria for choice were that (a) there be only one 
possible completion for a given fragment and (b) the likelihood of 
completing every fragment be about .20. 

We intentionally equated baseline completion probability (without 
priming) for the high- and low-frequency words. Of the two possible 
strategies---similar deletion rules for letters in both types of items with 
a consequent difference in difficulty of completion, or different 
deletion rules leading to equivalent difficulty of completion--we 
favored the latter, although there was no reason to expect different 
patterns of results in the two cases. Different baselines for completion 
of fragments deriving from high- versus low-frequency words could 
have led to problems in interpreting whatever priming was observed, 
so we opted for a common baseline. 

Achieving the common baseline could be accomplished by differen- 
tially deleting letters in a variety of ways. Although we did not 
systematically select one of these ways, the main difference between 
the fragment sets for the high- and low-frequency words would appear 
to be the extent of first-letter deletion. Fragments of high-frequency 
words were made harder to complete by deleting the first letter in 69% 
of the words; the corresponding value was 48% for fragments of 
low-frequency words. First letters are very influential in word fragment 
completion, so this difference probably was largely responsible for 
making the fragments of high-frequency words as hard to complete as 
those of low-frequency words. 1 We ensured, however, that the propor- 
tion of deleted letters was about the same for fragments of low- 
frequency words (.54) as for fragments of high-frequency words (.55). 

Procedure. For the study phase, the program randomly selected 24 
low-frequency words and 24 high-frequency words. These words were 
randomly ordered and presented in lowercase letters at the center of 
the monitor for 3 s each. Participants were instructed to read and study 
each word carefully because they would be asked to remember the 
words on a later memory test. The format of the memory test was not 
mentioned during the study phase. 

1 Tenpenny and Shoben (1992, Experiment 3) constructed their 
fragments so that they all contained the first letter of the word. This 
probably explains why their fragments were easier to solve than ours: 
Their average base rate of .43 was more than twice our .18 unprimed 
rate. Interestingly, although they did not intentionally equate baselines 
(see their footnote 2, p. 35), their baselines were in fact virtually 
identical. Their unprimed completion probabilities were .42 for 
fragments of low-frequency words and .44 for fragments of high- 
frequency words. For these values to be so close, some difference must 
have existed between the two sets of fragments that favored those of 
low frequency. Otherwise, the fragments of high-frequency words 
ought to have been easier to solve. 
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The test phase immediately followed the study phase. Two tests 
were administered: free recall and word fragment completion. Order 
of test administration was counterbalanced, with half of the partici- 
pants receiving the tests in each of the two orders. Before performing 
the word fragment completion test, participants were told that this was 
part of a pilot study for another experiment and unrelated to the 
memory experiment. The intention was to make the word fragment 
completion test as indirect as possible, reducing the likelihood that 
participants would adopt intentional retrieval strategies. 

For the word fragment completion test, participants saw fragments 
of 12 studied high-frequency words, 12 studied low-frequency words, 
12 unstudied high-frequency words, and 12 unstudied low-frequency 
words, plus the 48 filler word fragments. The fillers were included as an 
additional way to disguise the relation of the word fragment comple- 
tion test to the studied words, again making it as indirect as possible. 
These 96 fragments were presented in a unique random order for each 
participant. Each fragment appeared in lowercase letters, with missing 
letters replaced by underscores. This phase was also under computer 
control, with fragments presented at the center of the screen for a 
maximum of 15 s. If the participant produced a response before the 15 
s expired, he or she could then press the space bar to advance to the 
next fragment. If the participant had not responded by 15 s, a beep 
sounded to warn the participant that the next fragment was now 
present on the screen. 

For the free-recall test, participants were given 5 min to write down 
as many of the 48 studied words as they could remember. After the 
second of the two tests, participants were questioned about what they 
had noticed on the word fragment completion test and were then 
debriefed. The entire experiment lasted approximately 25 min. 

Results and Discussion 

Free recall. Table i displays the data from this experiment. 
The free-recall data, consisting of proportions of words cor- 
rectly recalled, were analyzed by using a 2 x 2 mixed analysis 
of variance (ANOVA). The within-subject variable was word 

Table 1 
Experiment 1: Proportion of Words Correctly Recalled as a 
Function of Word Frequency and Order of Testing and 
Proportion of Word Fragments Correctly Completed as a 
Function of Word Frequency, Order of Testing, 
and Whether the Word Was Studied 

Fragment 
Recall first completion first 

Low High Low High 
Condition frequency frequency frequency frequency 

Recall 

Studied 
M .18 .18 .14 .12 
SD (.10) (.09) (.07) (.07) 

Fragment completion 

Studied 
M .44 .27 .51 .32 
SD (.25) (.14) (.20) (.21) 

Unstudied 
M .15 .15 .17 .22 
SO (.10) (.12) (.10) (.10) 

Priming 
M .29 .12 .34 .10 
SD (.26) (.10) (.16) (.24) 

frequency; the between-subject variable was o r d e r  of test 
administration. The major result for recall was as predicted: 
There was no effect of word frequency (F < 1). As anticipated 
in a mixed-list design, low-frequency words (.16) were recalled 
just as well as high-frequency words (.15). The absence of a 
frequency effect in recall was not due to a lack of statistical 
power, however; the power was .84 to detect a frequency 
difference of 5% or greater. 

Nor did word frequency interact with the order in which the 
tests were administered (F < 1). However, participants who 
did the recall test first (.18) recalled significantly more words 
than did participants who did the recall test second (.13), 
shown by the reliable effect of order of testing, F(1, 22) -- 4.56, 
MSE = 0.007, p < .05. Apparently, insertion of the word 
fragment completion test before the recall test resulted in 
some forgetting, possibly because of interference. 

Word fragment completion. The word fragment completion 
data, consisting of proportions of fragments correctly com- 
pleted, were analyzed by using a 2 x 2 x 2 mixed ANOVA, the 
additional within-subject variable being whether a given frag- 
ment was studied or not studied in the first phase. As 
anticipated, there was a significant effect of word frequency, 
F(1, 22) = 6.81, MSE = 0.020, p < .05. The fragments of 
low-frequency words (.32) were completed about 7% more 
often than those of the high-frequency words (.25). 

Not surprisingly, the main effect of whether a word had 
previously been studied (.39) or not  studied (.17) was also 
significant, F(1, 22) = 45.56, MSE = 0.024,p < .001, a basic 
priming effect of about 22%. However, the main effect of order 
of test administration was nonsignificant, F(1, 22) = 1.41, 
MSE = 0.044,p > .20, in keeping with the previously observed 
absence of retention interval effects on word fragment comple- 
tion (e.g., Tulving, Schacter, & Stark, 1982). 

With one crucial exception, all of the interactions were 
nonsignificant (all Fs < 1). The one exception was that word 
frequency interacted with whether a word had been studied in 
the first phase, F(1, 22) -- 15.23, MSE = 0.016,p < .001. For 
words that had not been studied, there was no frequency 
effect, with fragments of high-frequency words (. 18) completed 
as often as their low-frequency counterparts (.16). (Note that 
both of these values are close to the .20 baseline intended on 
the basis of the selection criteria for items from the pilot 
study.) For words that had been studied, fragments of low- 
frequency words (.47) were considerably more likely to be 
completed than those of high-frequency words (.29). Thus, the 
frequency effect was confined to the studied (primed) words. 

These data displayed a dissociation between a direct recall 
test and an indirect fragment completion test with respect to 
the variable of word frequency. Although word frequency did 
not affect free recall, it did affect word fragment completion, 
with low-frequency words benefiting more from priming than 
high-frequency words. This confirmed the pattern reported by 
MacLeod (1989b) and by Roediger et al. (1992, Experiment 3) 
and also showed that the low-frequency advantage in word 
fragment completion priming can be large (22% in this 
experiment). The result is, however, in sharp contrast to the 
opposite pattern reported by Tenpenny and Shoben (1992, 
Experiment 3), which is the focus of Experiment 3. 
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Exper iment  2 

In the second experiment, using item recognition and word 
fragment completion tests, we predicted that word frequency 
would affect both types of test in the same way. For recogni- 
tion, this expectation was based on the accumulated literature; 
for word fragment completion, it derived from the findings of 
Experiment 1. Experiment 1 demonstrated better word frag- 
ment completion of fragments derived from low-frequency 
words than of those derived from high-frequency words, and 
we expected to replicate this in Experiment 2. It has also been 
well established by researchers that recognition shows the 
same advantage for low-frequency over high-frequency words 
(Balota & Neely, 1980; Gorman, 1961; Shepard, 1967). Thus, 
there should be no dissociation in a study involving a direct 
recognition test and an indirect word fragment completion 
test. 

Method 

Participants. The participants were 24 volunteers from introduc- 
tory psychology classes at the Scarborough Campus of the University 
of Toronto who received bonus points toward their grade for taking 
part in the experiment. None had taken part in Experiment 1.2 

Materials and apparatus. These were exactly the same as in 
Experiment I. 

Procedure. The study phase was conducted exactly as in Experi- 
ment 1. Once again, the order of the two tests was counterbalanced, 
with half of the participants receiving them in each of the two orders. 
Each of the tests contained 48 critical items such that there was no 
overlap between the two tests. Thus, each test contained a different set 
of 12 studied low-frequency words, 12 studied high-frequency words, 
12 unstudied low-frequency words, and 12 unstudied high-frequency 
words. This arrangement prevented any priming between the items on 
the successive tests. 

The word fragment completion test was carried out exactly as in 
Experiment 1, again including the 48 filler items to disguise its relation 
to the study phase. The recognition test was also administered under 
computer control, with participants instructed to press a designated 
yes or no key as quickly as possible to indicate whether the particular 
word appearing at the center of the screen had appeared on the study 
list. The next test word immediately followed the participant's re- 
sponse. The entire experiment took about 25 min to carry out. 

Results and Discussion 

Recognition. Table 2 presents the data for the recognition 
and word fragment completion tests. Consider first the hit rate 
in recognition. A 2 x 2 mixed ANOVA was conducted on 
these data. As predicted, word frequency affected recognition 
hits significantly, F(1, 22) -- 5.04, MSE = 0.029, p < .05; 
low-frequency words (.80) were better recognized than high- 
frequency words (.69). Word frequency did not interact signifi- 
cantly with testing order (F < 1), but there was a main effect 
of testing order, F(1, 22) = 14.86, MSE = 0.031, p < .001. 
Recognition hit rate was about 20% higher when the recogni- 
tion test preceded (.84) than when it followed (.64) the word 
fragment completion test. As with recall in Experiment 1, and 
consistent with usual findings on direct tests, there was 
evidence of forgetting on the recognition test because of the 
intervening word fragment completion test. 

Table 2 
Experiment 2: Proportion for Hit Rate and False-Alarm Rate, 
and Hit Latency (in Milliseconds) in Recognition as a Function 
of Word Frequency and Order of Testing and Proportion of Word 
Fragments Correctly Completed as a Function of Word 
Frequency, Order of Testing, and Whether the Word Was Studied 

Fragment 
Recognition f i r s t  completion first 

Low High Low High 
Condition frequency frequency frequency frequency 

Recognition 

Hit rate 
M .90 .78 .69 .59 
SO (.11) (.15) (.16) (.25) 

False-alarm rate 
M .09 .12 .16 .28 
SD (.12) (.12) (.15) (.15) 

Hit latency 
M 836 843 987 1251 
SD (166) (188) (187) (378) 

Fragment completion 

Studied 
M .53 .29 .53 .35 
SD (.20) (.17) (.17) (.17) 

Unstudied 
M .19 .18 .14 .24 
SD ( .20)  (.14) (.12) (.14) 

Priming 
M .34 .11 .39 .11 
SD (.24) (.20) (.16) (.14) 

The false-alarm data converged on the same conclusions. 
Word frequency affected false-alarm rate, F(1, 22) = 4.39, 
MSE = 0.016, p < .05, with about 7% more false alarms for 
high-frequency words (.20) than for low-frequency words (.13). 
Glanzer and Bowles (1976) and Clark and Burchett (1994) 
reported this same logical reversal from hits to false alarms. 
Word frequency did not interact with testing order, F(1, 22) = 
1.76, p = .20, but there was a significant main effect of testing 
order, F(1, 22) = 8.96, MSE = 0.018,p < .01. Not surprisingly, 
there were more false alarms--about 12% more--over all 
items when recognition was tested after (.22) than when it was 
tested before (.10) word fragment completion. 

The recognition latency data converged on the same pattern 
as the accuracy data. A 2 x 2 ANOVA confirmed a significant 
main effect of frequency, F(1, 22) = 5.44, MSE = 40,667,p < 
.05, with low-frequency words (911 ms) recognized faster than 
high-frequency words (1,047 ms). Overall, words were also 
recognized faster if the recognition test was done first (839 ms) 
than if it was done second (1,119 ms), F(1, 22) = 11.79, MSE = 
79,661, p < .01. These results are quite in keeping with the 

2 The initial group of 12 participants who did fragment completion 
first contained participants whose first language was not English and 
who were noted at the time of participation as having great difficulty in 
doing the word fragment completion task. Because of their poor scores 
and the resulting extremely high variance, this group was discarded, 
and an entirely new replacement group of 12 participants was tested. 
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accuracy data. The only unanticipated result in the latency 
data was the significant interaction of word frequency and 
testing order, F(1, 22) = 4.85,p < .05, showing that the latency 
advantage for low-frequency words occurred only when recog- 
nition was tested after word fragment completion. Given that 
the sets of items on the two tests were completely nonoverlap- 
ping, we have no ready interpretation of this peculiarity that 
did not appear in the accuracy data. 

Word fragment completion. The word fragment completion 
data provided a thorough replication of the results in Experi- 
ment 1, as can be seen by comparing Table 2 with Table 1. The 
analysis was the same 2 x 2 x 2 mixed ANOVA used in 
Experiment 1. Once again, more fragments of low-frequency 
words (.35) were completed than of high-frequency words 
(.27), a reliable 8% difference, F(1, 22) = 5.91, MSE = 0.028, 
p < .05. Order of testing had no impact on performance 
(F < 1), but whether a word had been studied (.43) or not 
studied (.19) resulted in the anticipated large priming effect, 
F(1, 22) -- 50.93, MSE = 0.026, p < .001. Note that the 
magnitude of priming in Experiment 2 (about 24%) was very 
close to that observed in Experiment 1 (about 22%). 

As in Experiment 1, there was a significant interaction 
between word frequency and whether a word had been 
studied, F(1, 22) = 42.43, MSE = 0.009,p < .001. Previously 
unstudied words showed no frequency effect, with fragments of 
high-frequency words (.21) actually completed slightly more 
often than those of low-frequency words (.16); both values 
again were close to the intended baseline of .20. However, for 
studied words, fragments of low-frequency words (.53) were 
much more likely to be completed than were fragments of 
high-frequency words (.32). The frequency effect was confined 
to studied words. None of the remaining interactions were 
significant, the only F value exceeding unity being that for the 
Testing Order x Word Frequency interaction, F(1, 22) = 1.86, 
p > .10. 

These data displayed a continuity between a direct recogni- 
tion test and an indirect word fragment completion test; there 
was no suggestion of any dissociation. Both the recognition and 
word fragment completion tests showed a frequency effect in 
which performance was better for low-frequency words than 
for high-frequency words. 

Exper iment  3 

Experiments 1 and 2 presented a clear picture. Priming in 
word fragment completion showed an advantage for low- 
frequency words, consistent with the post hoc analysis in 
MacLeod (1989b) and with the finding of Roediger et al. 
(1992, Experiment 3), although the present experiments showed 
that this low-frequency advantage can be quite large. Why, 
then, did Tenpenny and Shoben (1992, Experiment 3) observe 
the reverse--a small priming advantage for high-frequency 
words--on the same task? Experiment 3 was conducted to 
address this question directly. For this experiment, the materi- 
als used by Tenpenny and Shoben were substituted for the 
materials used in the prior experiments. 

There were a number of differences between our first two 
experiments and the Tenpenny and Shoben (1992) experi- 
ment. We consider six of these. First, it could be that their use 

of capital letters as compared with our use of lowercase letters 
somehow affected performance, perhaps because of featural 
differences. We presented their materials in lowercase, in 
keeping with our previous procedure. Second, although we 
gave 15 s per fragment during the test, they gave only 10 s. We 
reduced our time to 10 s in Experiment 3. Third, whereas we 
equated baseline completion probability by differential letter 
deletion (particularly of initial letters) in high- versus low- 
frequency words, they did not, although they managed to 
obtain equal baselines nonetheless. Interestingly, their overall 
baseline level (.43) was much higher than ours (.18). Note, 
though, that Roediger et al. (1992) had somewhat higher 
baselines for high-frequency words, and an intermediate mean 
baseline value of .25, and that they did not use differential 
first-letter deletion. Therefore, the baseline issue does not 
appear to be a major concern. We suspect that these factors 
were not the critical ones. 

We saw the remaining three differences between our Experi- 
ments 1 and 2 and Tenpenny and Shoben's Experiment 3 
(1992) as most likely to be the ones that mattered. First, for 
reasons related to the main thrust of their article, Tenpenny 
and Shoben had participants study word pairs that were made 
up of a graphemically related cue word and a target word (e.g., 
BRACKET-BRACELET). Although the cues did not reappear 
at the time of test, this graphemic emphasis at study may have 
influenced how participants encoded the targe t words. We 
tested two groups of participants, one with these cues at study 
and one without the cues, which corresponded to their 
procedure and ours. We expected to replicate our pattern with 
single words but thought it possible that we would get their 
pattern when cues were studied together with the critical 
words. 

The final two differences relate to how well the purpose of 
the word fragment completion test was disguised. In our 
experiments, considerable effort was exerted in this regard. 
Participants were told that the test was an unrelated pilot 
experiment, and no mention was made of the relation to study. 
Furthermore, partly because of the filler items, the proportion 
of studied words on the test was low: .25 in Experiment 1 and 
.33 in Experiment 2. In contrast, Tenpenny and Shoben (1992) 
explicitly informed their participants of the study-test relation: 
"Fragment-completion subjects were informed that some of 
the fragments were fragments of target words and others were 
fragments of words they had not studied" (p. 31). In addition, 
the proportion of studied items on the test was an unusually 
high .67. Taken together, these two differences seemed to us 
quite likely to have led to intentional retrieval of the studied 
items by participants in the Tenpenny and Shoben experiment, 
thereby essentially rendering an indirect test direct. We did 
not tell the participants in our final experiment about the 
study-test relation, and we added filler items to the test to 
reduce the proportion of studied items on the test to .33. 

Put simply, we melded our design with their items. Every 
effort was made to disguise the nature of the word fragment 
completion test, making it as indirect as possible. Our design 
also permitted us to compare two groups: one that had word 
pairs at study and one that had single words. There was one 
last change with regard to Tenpenny and Shoben (1992): For 
comparison purposes with our Experiment 1, we added a 
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free-recall  tes t  af ter  the  word f ragment  comple t ion  test. 
Finally, several  smaller  concerns  were addressed,  including 
font,  solut ion time, and  base l ine  issues. In summary,  the  focus 
of  this exper iment  was on  w h e t h e r  we would ob ta in  our  
f requency effect ( low-frequency words p roduce  more  pr iming)  
or theirs  (high-frequency words p roduce  more  pr iming)  on  the  
indirect  word f ragment  comple t ion  test  and  on  w h e t h e r  the  
effect would differ as a consequence  of studying critical words 
a lone  or in g raphemic  pairs.  

Method 

Partic~oants. The participants were 56 students from introductory 
psychology classes at the Scarborough Campus of the University of 
Toronto who received bonus points toward their grade for taking part 
in the experiment. Twenty-eight were assigned to each of the two 
groups (which are described in the Procedure section). None had taken 
part in either Experiments 1 or 2. The data of 3 other participants who 
initially took part in this experiment were discarded without examina- 
tion because their English was not sufficient to accommodate the 
low-frequency words. 

Materials and apparatus. The critical high- and low-frequency 
words were those used by Tenpenny and Shoben (1992, Experiment 3, 
Appendix C). There were 36 high-frequency words, with a mean 
Ku~era and Francis (1967) frequency of 150.11 occurrences per 
million, and 36 low-frequency words, with a mean Ku~era and Francis 
frequency of 2.28 occurrences per million. Each critical word (e.g., 
bracelet) had a corresponding graphemically related word (e.g., bracket) 
and a corresponding word fragment (e.g., b-ce-t). All word fragments 
included the first letter of the critical word and had unique solutions 
(except for the occasional very rare alternative). With respect to their 
corresponding critical word, all graphemic cues also had the same first 
letter, were no more than two letters different in length, and contained 
no more than three different letters. Graphemic cues had to be 
semantically unrelated to their corresponding critical words as well. 
All of the graphemic cues we used were from the "highly similar" 
subset used by Tenpenny and Shoben (1992). 

In addition, there were 48 filler words and corresponding fragments, 
consisting of the same fillers as used in Experiments 1 and 2, which are 
shown in the Appendix. The apparatus was identical to that of 
Experiments 1 and 2, except that a color VGA monitor replaced the 
monochrome monitor, and all displays were white letters on a black 
background. 

Procedure. The two groups of participants differed only in the 
study phase of the experiment. The one-word group was treated very 
similarly to the participants in Experiments 1 and 2. They studied 36 
words---18 low frequency and 18 high frequency--presented one at a 
time in lowercase at the center of the screen. For each participant, the 
studied words were randomly selected from the entire set and 
presented in a unique random order. The study phase began with a 1-s 
warning row of asterisks. Each word was then presented for 3 s, 
followed by a 250-ms blank screen. Another 1-s row of asterisks 
followed the last study word. 

The two-word group saw two words centered on the screen on each 
study trial. The two words were always a graphemic cue word in 
uppercase on the left and its corresponding critical word in lowercase 
on the right, separated by a hyphen (e.g., BRACKET-bracelet). This 
study procedure mimicked that of Tenpenny and Shoben (1992). 
Participants were told to learn the lowercase word on the right by using 
the uppercase word on the left to assist them. 

Before study, both groups were told the length of the study list and 
were told to remember the words for a later memory test. The indirect 

test phase was identical for the two groups. The instructions began as 
follows: "Before the memory test, we would like you to do another 
task. As you may have guessed, this is to put some time between study 
and test, making it harder for you to remember later." Of course, this 
was the word fragment completion test, which was referred to 
throughout the instructions as the intervening task to deemphasize its 
relation to the study list. Participants were encouraged to try hard but 
were told that the fragments were difficult for everyone and they 
should not get discouraged if they missed quite a few. The participants 
were asked not to use proper nouns as solutions. 

In keeping with Tenpenny and Shoben's procedure (1992), test time 
for each fragment was reduced from the 15 s in our Experiments 1 and 
2 to the 10 s that they had used. Participants were to respond aloud and 
were cautioned that only their first response to each fragment could be 
accepted. If they did respond within 10 s, the experimenter input a 
keypress to indicate whether they had produced the right word or a 
wrong word. Participants were told that the computer would go on to 
the next fragment after 10 s if they had not responded to the current 
fragment. A beep coincided with the onset of each new fragment to 
ensure that participants did not miss any. There was a 250-ms blank 
between successive fragments. 

The test sequence consisted of a random ordering of the 36 
fragments of low-frequency words (18 studied and 18 unstudied), the 
36 fragments of high-frequency words (18 studied and 18 unstudied), 
and 36 filler fragments, randomly selected from the 48 available. Thus, 
there were 108 fragments in all. The experimenter had a protocol 
available so that she could determine for each item whether the 
participant had responded correctly; if not, she could then write down 
the participant's incorrect response. 

The direct free-recall test was very basic. After finishing the indirect 
word fragment completion test, participants were asked to try to write 
down as many words as they could from the originally studied list. 
Participants in the two-word condition were also told to try especially 
to recall the second (critical) word of each pair but to write down any 
word, even if they were unsure. No time limit was assigned for recall. 

Results and Discussion 

Table  3 presen ts  the  free-recal l  and  word f ragment  comple-  
t ion data  separate ly  for words  s tudied  with versus wi thout  a 
g raphemic  cue word. In this exper iment ,  because  the  main  
quest ion re la ted  to pr iming on the  word f ragment  comple t ion  
test, tha t  test  was always admin i s te red  before  the  recall  test, so 
the re  is no  order  of  tes t ing var iable  r epor t ed  for Exper imen t  3. 

Recall. The  recall  analysis was a 2 x 2 mixed A N O V A ,  the  
between-subjects  var iable  being n u m b e r  of  words s tudied 
(cued was two words and  uncued  was one  word)  and  the  
within-subject  var iable  be ing  word frequency.  As in Experi-  
m e n t  1, t he re  was no  effect of word f requency (F  < 1), despi te  
a power  of  .99 to detec t  a 5 %  frequency difference in recall. As  
Table  3 shows, low-frequency words (.12) were  recal led as 
of ten  as h igh-f requency words (.12). Fu r the rmore ,  the  main  
effect of  n u m b e r  of  words at  s tudy was not  rel iable (F  < 1), 
no r  was the  in terac t ion  of this  var iable  with  word frequency,  
F(1,  54) = 1.89, MSE = 0.002, p -- .18. Ne i ther  the  cuing 
man ipu la t ion  nor  the  word f requency manipu la t ion  affected 
recall, the  la t ter  be ing  consis tent  with  the  finding of  Experi-  
men t  1. 

Word fragment completion. A 2 x 2 x 2 mixed A N O V A  
was carr ied out  on  the  word f ragment  comple t ion  data,  with 
the  be tween-subjec t  var iable  be ing  n u m b e r  of  words at  s tudy 
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Table 3 
Experiment 3: Proportion o f  Words Correcgy Recalled as a 
Function o f  Word Frequency and Whether the Word Was 
Studied With or Without a Graphemic Cue and Proportion o f  
Word Fragments Correctly Completed as a Function of  Word 
Frequency, Whether the Word Was Studied, and Whether the 
Word Was Studied With or Without a Graphemic Cue 

Without cue With cue 

Low High Low High 
Condition frequency frequency frequency frequency 

Recall 

Studied 
M .13 .11 .11 .13 
SD (.06) (.06) (.06) (.07) 

Word fragment completion 

Studied 
M .63 .66 .60 .66 
SD (.13) (.10) (.12) (.13) 

Unstudied 
M .34 .52 .41 .53 
SD (.15) (.13) (.13) (.13) 

Priming 
M .29 .14 .19 .13 
SD (.18) (.15) (.14) (.19) 

and the within-subject variables being word frequency and 
whether the word had been studied. 

There was no overall difference in performance between the 
one-word and two-word groups (F < 1). Number of studied 
words did not interact with word frequency alone (F < 1) or in 
the three-way interaction with word frequency and whether 
the word was studied, F(1, 54) -- 1.90, MSE = 0.015,p = .17. 
However, the interaction of number of words at study with 
whether a word was studied, F(1, 54) = 3.13, MSE = 0.013,p = 
.08, was marginally significant. This can be seen in Table 3 and 
reflects the fact that there was less priming for critical words 
studied in pairs (.16) than for critical words studied alone 
(.22). This is not an unprecedented result: MacLeod (1989b) 
showed that embedding words in context at study diminished 
the extent of priming they caused on a word fragment 
completion test. Critically, though, in this experiment, this 
context effect was independent of word frequency. 

The key results were virtually identical to those reported in 
Experiments 1 and 2, although the overall magnitude of 
priming declined. As before, there was a reliable main effect of 
word frequency, F(1, 54) = 48.81, MSE = 0.011,p < .001, with 
fragments of high-frequency words (.59) completed about 9% 
more often than those of low-frequency words (.50). There was 
also a significant main effect of whether a word had been 
studied, F(1, 54) = 153.28, MSE = 0.013, p < .001, with 
studied words (.64) completed more often than unstudied 
words (.45). Most important, these two variables interacted 
reliably, F(1, 54) = 9.83, MSE = 0.015,p < .01. Averaged over 
the two groups, the magnitude of priming was about 10% 
greater for low-frequency words (.24) than for high-frequency 
words (.14). 

Quite clearly, Experiment 3 produced the same pattern as in 
Experiments 1 and 2. Priming in word fragment completion 

was greater for low-frequency words than for high frequency 
words, although by about 10% here as compared with the 22% 
earlier. 3 The number of words at study had almost no effect, 
with only a suggestion that priming for low-frequency words 
was somewhat reduced when the words were studied with 
graphemically related pairs. 

It would appear that the standard result is greater priming 
for low-frequency words in word fragment completion. Our 
strong surmise is that Tenpenny and Shoben (1992) observed 
the opposite result because participants in their experiment 
were using an intentional retrieval strategy. Knowing that most 
of the test fragments had been presented during study, their 
participants consciously tried to recover studied items, thereby 
contaminating the nominally indirect word fragment comple- 
tion test and, in essence, turning it into a direct test. Although 
we have not directly tested this intentional retrieval hypoth- 
esis, it seems very likely to be the reason for the discrepant 
results of Tenpenny and Shoben. 

G e n e r a l  Discuss ion  

In summary, word frequency affected both item recognition 
and priming in word fragment completion in the same way: 
Performance was better on low-frequency words than on 
high-frequency words. There was no effect of word frequency 
on free recall. The major finding is the low-frequency word 
advantage in word fragment completion, which was replicated 
in our three experiments with two distinct sets of materials. 
The recall and recognition results, of course, confirmed find- 
ings already described in the literature. The critical finding is 
that word fragment completion, an indirect test of memory, 
showed the same pattern as one direct test, recognition, but 
not the other, recall. Put another way, performance on the two 
direct tests was dissociated, but there was no dissociation 
between one direct and one indirect test. 

The frequency effect in word fragment completion was 
consistent with the repetition priming patterns observed on 
other indirect tests of memory such as masked word identifica- 
tion (Jacoby & Dallas, 1981) and lexical decision (Scarborough 
et al., 1977). The fact that the same pattern was evident in 
recognition suggests at least some processing overlap between 
these two classes of memory tests. Like certain other manipula- 
tions (e.g., directed forgetting in MacLeod, 1989a), word 
frequency influences at least some direct and indirect tests in 
the same way. Indeed, these two experiments showed that both 
parallel and dissociative effects can be observed across direct 
and indirect tests. 

3 Interestingly, the baselines did differ in Experiment 3: For un- 
primed items, participants completed fragments of high-frequency 
words about 14% more often than fragments of low-frequency words. 
This would be expected, given that baselines were free to vary, and is 
consistent with the pattern reported by Roediger et al. (1992, Experi- 
ment 3) who observed about an 8% difference in their free-to-vary 
baselines. It remains puzzling, though, why the baselines did not differ 
in the Tenpenny and Shoben study, in which they also were not 
intentionally equated. 
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Of course, it is possible that intentional recollection is 
intruding into the nominally implicit performance of the word 
fragment completion task. Participants may notice some stud- 
ied words and begin conscious attempts to recover words from 
the study list. This is a potential problem with all implicit tests; 
Richardson-Klavehn and Bjork (1988, p. 528) pointed out that 
"parallel effects will remain difficult to interpret (without 
criticisms) until we know more about the contribution of 
intentional memory to performance on implicit tests." How- 
ever, this criticism is more difficult to sustain in the face of two 
aspects of our results. First, the pattern differed for the two 
direct tests, in which intentional memory was necessarily 
involved in both cases. Second, it is very likely that Tenpenny 
and Shoben's (1992) results in their Experiment 3 were 
contaminated by intentional recollection, a problem less likely 
to have occurred in our Experiment 3. Given the opposite 
findings of these two experiments, this makes an explanation of 
our results in terms of explicit intrusion very difficult. 

A plausible explanation of our results, and many other 
results, is provided by Mandler's (1980) two-process recogni- 
tion theory. This theory has the virtue of having already been 
applied to explain the word frequency effect (Mandler, 1980) 
and to account for performance on direct versus indirect tests 
of memory (e.g., Graf & Mandler, 1984; Graf & Ryan, 1990; 
Mandler, 1989). In the theory, Mandler discriminates between 
familiarity and retrieval as bases for recognition. A given item 
on a recognition test may cause a strong sense of familiarity, in 
which case the participant will respond positively. Alterna- 
tively, if the level of familiarity is insufficient to reach the 
threshold for responding, the participant may then attempt a 
retrieval. If that retrieval succeeds, the participant will make a 
positive response. Thus, recognition can occur in either of two 
ways. However, the familiarity route is tried first and, hence, 
often dominates. 

Mandler (1980) argued that familiarity develops through 
progressive integration--organization within an item over re- 
peated encounters. Familiarity is little influenced by connec- 
tions between items. Naturally, low-frequency words have had 
fewer opportunities to increment familiarity. Thus, when a 
low-frequency word is presented, the enhanced integration 
and the consequent increment to its familiarity are much 
greater than is the case when a high-frequency word is 
presented. Recognition tests are very sensitive to this incre- 
ment in familiarity (e.g., Hintzman, 1976), and, hence, low- 
frequency words are better recognized than high-frequency 
words.4 

The second process is retrieval, and the probability of 
retrieval increases to the extent that there has been elaborative 
processing of an item that has gone beyond the item itself, 
linking it to its context and to other information already in 
memory. High-frequency words will tend to be elaborated 
more than low-frequency words, and hence high-frequency 
words will tend to be more retrievable. This is an advantage 
primarily on a recall test, in which the items themselves are not 
presented again and the participant must rely on self-initiated 
retrieval: The consequence is a high-frequency superiority in 
recall. This superiority may apply only to pure lists because in 

such lists the ease of connecting high-frequency words to each 
other is at its greatest, without the disruption of hard-to- 
integrate low-frequency words. In line with this argument, 
Mandler (1980, p. 268) suggested that in a mixed-list, low- 
frequency words would receive "at least some additional 
attention" relative to high-frequency words. This diversion of 
attention could help to minimize the frequency effect both by 
disrupting elaboration of high-frequency words and by improv- 
ing the encoding of low-frequency words. 

We must assume, following Graf and Ryan (1990), that 
study episodes lead to both integrative and elaborative process- 
ing, the amount of each depending on the conditions of study. 
In the present experiments, we did not manipulate study 
conditions (apart from the quite inconsequential context 
manipulation of Experiment 3), so this assumption is not 
especially relevant here. So the key assumption for us is that 
word fragment completion, like recognition, relies more on 
integrative processing and familiarity than does recall, which 
emphasizes elaborative processing and retrieval. Indeed, we 
would go a step farther, endorsing Graf and Ryan's (1990) 
suggestion that most indirect tests of memory may be espe- 
cially sensitive to integrative processing that increases familiar- 
ity. 

Under this view, then, recognition and priming in word 
fragment completion should behave similarly. Both should 
benefit from the greater boost in familiarity accruing from the 
presentation of a low-frequency word as compared with a 
high-frequency word during study. Both tests are sensitive to 
changes in familiarity. Recall, dependent as it is on interitem 
elaborative processing, should show little word frequency 
effect if linking the high-frequency words is made difficult and 
attention to the low-frequency words is promoted, as when 
low-frequency words are mixed with the high-frequency words. 
Because we used mixed frequency lists, we therefore did not 
observe a high-frequency advantage in recall. 

This interpretation places recognition, a direct test, much 
closer to indirect tests, such as word fragment completion, in 
terms of the fundamental processes tapped by these types of 
tests. To the extent that we have observed a dissociation 
among tests, then, it is between two tests that rely on the 
familiarity gain that accrues from integration--recognition 
and word fragment completion--and one test that relies on 
strengthening by elaboration--recall. The dissociation is not 
between direct and indirect tests but between the different 
processes that underlie different tests. Thus, we strongly agree 
with Witherspoon and Moscovitch (1989) who, having found a 
dissociation between two indirect tests, argued that "the 
degree of dependence between performances on memory tests 
is determined by the similarity of the component processes 
that the tests engage and of the information they use" (p. 22). 
The word frequency effect provides an excellent illustration of 
this principle. 

4 Interestingly, Gardiner and Java (1990) reported that word fre- 
quency exerted its influence in recognition on remember responses, in 
which participants had a recollective experience, but not on know 
responses, which presumably reflect only feelings of familiarity. 
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Appendix 

The 48 Low-Frequency Words, 48 High-Frequency Words, and 48 Filler Words 
from Experiments 1 and 2 

Low frequency High frequency Filler 

ady.tnture mustang analysis medicine amplLf i~r  imp~rlanI 
charade nayigator aIticle mistakfi answer jealou~ 
courier nostalgia averagg morning assassin magt'iage 
derelict ob~.l~nit~ hit'thday negative bachelor ng.twork 
dynamite orchgstra careful number I2edK~om notarial 
elel/hant outcast f, omlnent oliginal bU/g, ard office 
el/jdemic l~acifier dillicllll l/e, flple bogflugt opinion 
festival 12arachutg dislaneg l~rcenI business Ol/timist 
fiasc~ pQlaroid emotion 12hy~if, al chimnf, y passp~'t 
flannel rebuttal ggalnRle l/lea~ant cinnamon pilgrim 
h~itllal riviera fantasy l/rivale cogonut reclusive 
heckler schizoid [re£dom tluestion decision religion 
hislamine scflrpion friend rabbit direction republic 
hYl/nolist sergeant graduate reglllar doldIums smggglfir 
insani~ strategic ground ~dous eclipse succtss 
intestine lravesty heallh sl/ecial elemgnI Ihreshold 
jackl~t tt'ilQgy hi~tory strength euphoria lobl/ggaa 
jaml~ree ultimatum interest surgl=r~ fflrggry utopia 
legi=late ~/ilain jgdginent tonight gangster vacation 
lipstick voucher junior lraffic garage volleyball 
literary wardrobe kitchen troublg geflgal/hy weather 
macaroon wat'rantee knowledge various husband wondeIfl/d 
marauder walern~lon language violent illusion ~oghurt 
m~aic go~llgy lecture window immunity zenith 

Note. The underlined letters in each word were replaced with an underscore on the test to create the 
corresponding word fragment. 
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