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#### Abstract

The impetus for this work came as a result of finding that evaluation of the complete elliptic integrals using theta-function expansions was computationally faster, for the same accuracy, than the well known conventional method using Landen's transformations, known as the arithmetic-geometric mean (A.G.M.). By using relations between Jacobian elliptic functions and theta-functions, it is shown here that the incomplete elliptic integrals may also be evaluated very efficiently using a Newton-Raphson scheme. The expressions outlined were found to be substantially more efficient and accurate than several infinite series or polynomial expansions provided by Abramowitz and Stegun in 1970. Analysis and algorithms are presented along with accurate tabulated numerical results.


## NOMENCLATURE

$c_{i}$-constants
$E$-elliptic integral of the second kind
$E^{\prime}$-complementary complete elliptic integral of the second kind
$F$-incomplete elliptic integral of the first kind
$k$, $k^{\prime}$-modulus, complementary modulus
$K$-complete elliptic integral of the first kind
$K^{\prime}$-complementary complete elliptic integral of the first kind
$m, n$-integer constants
$q, q_{1}$-nome in theta-function series, complementary nome $\equiv q(\pi / 2-\alpha)$
$u, w, x, y, z$-arguments

Greek symbols
$\alpha$-modulus parameter
$\beta, \gamma$-angular parameters
$\epsilon$-modulus quotient
$\Lambda_{0}$-Heuman lambda function
$v, \omega, \Omega$-general functions
$\pi$-constant $=3.14159265 \ldots$
$n$-elliptic integral of the third kind
$\sigma, \phi, \psi, \theta$-angular parameters
$\theta_{i}, \Theta$-theta-functions

## INTRODUCTION

Integrals of the form

$$
\int R(x, \sqrt{y}) \mathrm{d} x
$$

where $R$ denotes a rational function of $x$ and $y$ and some constant modulus $k$, and $y$ is generally a quartic function of $x$, are of a non-standard type. They are referred to as elliptic integrals in the literature, and were first studied in Ref. [1]. Inverses of certain types of these integrals are known as elliptic functions, and they were first studied by Gauss, Abel, Jacobi and Weierstrass at the turn of the nineteenth century. As outlined in Ref. [2], every elliptic integral can be evaluated by aid of functions termed theta-functions, and it is this approach which is adopted here. The thetafunctions themselves satisfy certain types of differential equations which are outlined by Refs [2,3].

Numerous representations of theta-functions have been adopted over the years and perhaps the best summary of these is outlined by Ref. [2, Chap. XXI]. Evaluation of complete elliptic integrals of the first and second kind using theta-function theory is very efficient (see Ref. [4]), involves no iteration, and is slightly superior in computational speed compared to the process of the arithmetic-geometric mean (A.G.M.) described by Ref. [5]. This theory has actually been known for some time, as was outlined in Ref. [6]. More recently, Fenton and Gardiner-Garden [7] returned
to this theory and re-established that theta-function expansions give very convergent methods for evaluating complete elliptic integrals and their related functions. Numerous other non-standard integrals may often be expressed in terms of elliptic integrals, as noted in Refs [3, 8]. The applications are many and, in particular, thermophysics problems are a rich source of these, since they usually involve Lipshitz-Hankel integrals [9], as studied by Ref. [10], which may be written in terms of elliptic functions.

We note that the evaluation of the complete elliptic integral of the first kind, $K(k)$, is paramount, since all other complete elliptic integrals may be expressed in terms of it. Correspondingly, in this work, first emphasis is placed on the evaluation of the first incomplete elliptic integral $F(\theta, k)$. In the same manner as for the complete elliptic integrals, the remaining incomplete elliptic integrals may then be found.

In this work we outline a procedure for the efficient evaluation of the incomplete elliptic integrals using theta-functions. Numerical results are presented in tabulated form for several cases, including some incomplete elliptic integrals of the third kind, for which tables exist only to limited accuracy in the literature (i.e. Ref. [5]). Complex values of parameters are not treated here, but for these, and additional special cases not covered in Appendix A, refer to Refs [2,3,5] for excellent reviews.

## EVALUATION OF COMPLETE ELLIPTIC INTEGRALS

It is important to outline first the efficient procedure one may use to evaluate the complete elliptic integrals. This was studied in Ref. [7], and also used by one of the authors (M.M.Y.) for many years in applied engineering courses.

The four types of theta-functions we will be using are defined by the nome $q$ and Fourier series (Ref. [5, Section 16.7]) as follows:

$$
\begin{align*}
& \theta_{1}(z, q)=2 q^{1 / 4} \sin z-2 q^{9 / 4} \sin 3 z+2 q^{25 / 4} \sin 5 z-\cdots  \tag{1}\\
& \theta_{2}(z, q)=2 q^{1 / 4} \cos z+2 q^{9 / 4} \cos 3 z+2 q^{25 / 4} \cos 5 z+\cdots  \tag{2}\\
& \theta_{3}(z, q)=1+2 q \cos 2 z+2 q^{4} \cos 4 z+2 q^{9} \cos 6 z+\cdots  \tag{3}\\
& \theta_{4}(z, q)=1-2 q \cos 2 z+2 q^{4} \cos 4 z-2 q^{9} \cos 6 z+\cdots \tag{4}
\end{align*}
$$

These are used for the evaluation of elliptic integrals, and may be found in different notation in various references. Here we have adopted the notation of Refs [2,5] [Note: Jahnke and Emde [6], as well as Byrd and Friedman [3], use $\theta_{0}(z, q)$, the "zero-theta", in place of $\theta_{4}(z, q)$.]

The complete elliptic integrals of the first and second kind, denoted in the literature by $K$ and $E$, respectively, are given in Legendre notation as,

$$
\begin{align*}
& K=\int_{0}^{\pi / 2} \frac{\mathrm{~d} \psi}{\left(1-k^{2} \sin ^{2} \psi\right)^{1 / 2}},  \tag{5}\\
& E=\int_{0}^{\pi / 2}\left(1-k^{2} \sin ^{2} \psi\right)^{1 / 2} \mathrm{~d} \psi . \tag{6}
\end{align*}
$$

The constant $k$ is referred to as the modulus, and $k^{\prime}=\left(1-k^{2}\right)^{1 / 2}$ is the complementary modulus. In terms of theta-functions, $z=0$ or $\pi / 2$, and $K$ and $E$ are defined by:

$$
\begin{gather*}
K=\frac{\pi}{2}\left[\theta_{3}(0, q)\right]^{2}=\frac{\pi}{2}\left[\theta_{4}(\pi / 2, q)\right]^{2},  \tag{7}\\
E=K\left[1-\frac{\theta_{4}^{\prime \prime}(0, q)}{\theta_{4}(0, q)}\right], \tag{8}
\end{gather*}
$$

where

$$
\begin{equation*}
q=\exp \left(-\pi K^{\prime} / K\right) \tag{9}
\end{equation*}
$$

The modulus $k$ is defined as the quotient of theta-functions,

$$
\begin{equation*}
k=\left(\frac{\theta_{2}(0, q)}{\theta_{3}(0, q)}\right)^{2} \tag{10}
\end{equation*}
$$

To obtain efficient convergent series for numerical work, it is obvious that we need to determine the nome $q$ given $k$. Hence, using expansions developed by Weierstrass in 1895, from Refs [6, 2], we can deduce the following procedure for the complete elliptic integrals to 16 decimal place accuracy:
(i) For the range $k \leqslant 1 / \sqrt{2}$.

$$
\begin{align*}
& \epsilon=\frac{1}{2} \frac{1-\sqrt{k^{\prime}}}{1+\sqrt{k^{\prime}}}  \tag{11}\\
& q=\epsilon+2 \epsilon^{5}+15 \epsilon^{9}+150 \epsilon^{13}+\cdots  \tag{12}\\
& K=\frac{\pi}{2}\left[1+2 q+2 q^{4}+2 q^{9}\right]^{2}  \tag{13}\\
& E=\frac{\pi^{2}}{4 K}\left[\frac{1+9 q^{2}+25 q^{6}+49 q^{12}}{1+q^{2}+q^{6}}\right] \dagger \tag{14}
\end{align*}
$$

(ii) For the range $1 / \sqrt{2} \leqslant k \leqslant 1$.

$$
\begin{align*}
\epsilon & =\frac{1}{2} \frac{1-\sqrt{k}}{1+\sqrt{k}}  \tag{15}\\
q_{1} & =\epsilon+2 \epsilon^{5}+15 \epsilon^{9}+150 \epsilon^{13}+\cdots  \tag{16}\\
K^{\prime} & =\frac{\pi}{2}\left(1+2 q_{1}+2 q_{1}^{4}+2 q_{1}^{9}\right)^{2}  \tag{17}\\
E^{\prime} & =\frac{\pi^{2}}{4 K^{\prime}} \frac{1+9 q_{1}^{2}+25 q_{1}^{6}+49 q_{1}^{12}}{1+q_{1}^{2}+q_{1}^{6}}  \tag{18}\\
K & =-\frac{K^{\prime}}{\pi} \ln q_{1}  \tag{19}\\
E & =\frac{1}{K^{\prime}}\left[\frac{\pi}{2}+K\left(K^{\prime}-E^{\prime}\right)\right] \tag{20}
\end{align*}
$$

An important relation used in equation (20) is Legendre's relation,

$$
\begin{equation*}
E K^{\prime}+E^{\prime} K-K K^{\prime}=\frac{\pi}{2} \tag{21}
\end{equation*}
$$

We note that for the range (i), the nome $q$ as defined by equation (9) is identical to the form (12). For the range (ii), the form (9) must be used to evaluate $q$ after determining $K^{\prime}, K$. This will be required to evaluate the incomplete elliptic integrals of the second and third kind to be shown later.

## EVALUATION OF THE FIRST INCOMPLETE ELLIPTIC INTEGRAL $\boldsymbol{F}(\boldsymbol{\theta}, \boldsymbol{k})$

In Legendre's notation we have

$$
\begin{equation*}
u=F(\theta, k)=\int_{0}^{\theta} \frac{\mathrm{d} \psi}{\left(1-k^{2} \sin ^{2} \psi\right)^{1 / 2}}, \tag{22}
\end{equation*}
$$

or, in Jacobi's notation also in the literature, we may write

$$
\begin{equation*}
u=\int_{0}^{a}\left(1-t^{2}\right)^{-1 / 2}\left(1-k^{2} t^{2}\right)^{-1 / 2} \mathrm{~d} t \tag{23}
\end{equation*}
$$

[^0]where
\[

$$
\begin{equation*}
\operatorname{sn}(u, k)=\alpha=\sin \theta, \tag{24}
\end{equation*}
$$

\]

and sn is referred to as the Jacobian elliptic sine function. In terms of theta-functions, we have the relation:

$$
\begin{equation*}
\operatorname{sn}(u, k)=\frac{\theta_{3}}{\theta_{2}} \frac{\theta_{1}(w, q)}{\theta_{4}(w, q)}=\alpha, \tag{25}
\end{equation*}
$$

where $w=u / \theta_{3}^{2}(0, q)$. The quotient $\theta_{2} / \theta_{3}$ is shown in Ref. [3] and by equation (10) to be equal to the square root of the modulus $k$, and thus we obtain

$$
\begin{equation*}
\sqrt{k}=\frac{\theta_{1}(w, q)}{\alpha \theta_{4}(w, q)} . \tag{26}
\end{equation*}
$$

Expansions for $\theta_{1}(w, q)$ and $\theta_{4}(w, q)$ are given by equations (1) and (4). Now, we proceed to reduce the trigonometric quantities to a simple series in $\sin ^{n} w$, and with this we may reduce equation (26) to

$$
\begin{equation*}
0=c_{0}+\sum_{n=1}^{\infty} c_{n} \sin ^{n} w, \tag{27}
\end{equation*}
$$

or in nested notation, setting $x \equiv \sin w$,

$$
\begin{equation*}
0=x\left(c_{1}+x\left(c_{2}+x\left(c_{3}+x\left(c_{4}+x\left(c_{5}+x\left(c_{6}+x\left(c_{7}+x\left(c_{8}+\cdots\right)\right)\right)\right)\right)\right)\right)\right)+c_{0} . \tag{28}
\end{equation*}
$$

This is the functional equation for $x$, to which we can apply a Newton-Raphson scheme to evaluate $x$ given the constants $c_{n}$. The constants $c_{n}$ are functions of $\alpha$ and $k$, which need to be specified beforehand. The first nine constants, truncated to give double precision accuracy, can be shown to be:

$$
\begin{align*}
& c_{0}=\frac{-\alpha \sqrt{k}}{2}\left(1-2 q+2 q^{4}-2 q^{9}+2 q^{16}\right)  \tag{29}\\
& c_{1}=q^{1 / 4}-3 q^{9 / 4}+5 q^{25 / 4}-7 q^{49 / 4}  \tag{30}\\
& c_{2}=\frac{-\alpha \sqrt{k}}{2}\left(4 q-16 q^{4}+36 q^{9}-64 q^{16}\right)  \tag{31}\\
& c_{3}=4 q^{9 / 4}-20 q^{25 / 4}+56 q^{49 / 4}  \tag{32}\\
& c_{4}=\frac{-\alpha \sqrt{k}}{2}\left(16 q^{4}-96 q^{9}+320 q^{16}\right)  \tag{33}\\
& c_{5}=16 q^{25 / 4}-112 q^{49 / 4}  \tag{34}\\
& c_{6}=\frac{-\alpha \sqrt{k}}{2}\left(64 q^{9}-512 q^{16}\right)  \tag{35}\\
& c_{7}=64 q^{49 / 4}  \tag{36}\\
& c_{8}=\frac{-\alpha \sqrt{k}}{2} 256 q^{16} . \tag{37}
\end{align*}
$$

The nome $q$ is a function of the modulus $k$, and can be evaluated as was shown for the complete elliptic integrals in the previous section.

In order to achieve accuracy to double precision ( 16 decimal places) as compared with the process of the A.G.M., over certain values of $k$ we need to perform a Gauss transformation as given by Ref. [3, Section 164.02]. This transformation is outlined as follows:

$$
\begin{equation*}
F\left(\phi, k_{1}\right)=F(\theta, k) /\left(1+k_{1}\right), \tag{38}
\end{equation*}
$$

or

$$
\begin{equation*}
F(\theta, k)=\left(1+k_{1}\right) F\left(\phi, k_{1}\right), \tag{39}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{1}=\frac{1-k^{\prime}}{1+k^{\prime}} ; \quad k^{\prime}=\left(1-k^{2}\right)^{1 / 2} \tag{40}
\end{equation*}
$$

and

$$
\begin{align*}
\sin \theta\left(1+k_{1} \sin ^{2} \phi\right) & =\left(1+k_{1}\right) \sin \phi  \tag{41}\\
2 \sin \phi & =\frac{1+k_{1}}{k_{1} \sin \theta}-\left[\left(\frac{1+k_{1}}{k_{1} \sin \theta}\right)^{2}-\frac{4}{k_{1}}\right]^{1 / 2} . \tag{42}
\end{align*}
$$

It was found that for values of $\phi$ less than $45^{\circ}$ (note: $\phi=\sin ^{-1} k$ ), no transformations were necessary for double precision accuracy. For $45^{\circ}<\phi \leqslant 80^{\circ}$, one Gauss transformation was necessary, and for $80^{\circ}<\phi, 2$ successive Gauss transformations were required. For this latter case, the procedure is similar to equation (38) as follows:

$$
\begin{equation*}
F(\theta, k)=\left(1+k_{1}\right)\left(1+k_{2}\right) F\left(\phi_{2}, k_{2}\right), \tag{43}
\end{equation*}
$$

where $k_{1}$ is as in equations (40) and

$$
\begin{gather*}
k_{2}=\frac{1-k_{1}^{\prime}}{1+k_{1}^{\prime}}  \tag{44}\\
2 \sin \phi_{2}=\frac{1+k_{2}}{k_{2} \sin \phi_{1}}-\left[\left(\frac{1+k_{2}}{k_{2} \sin \phi_{1}}\right)^{2}-\frac{4}{k_{2}}\right]^{1 / 2} . \tag{45}
\end{gather*}
$$

A summary of these transformations is shown in Table 1, along with initial starting values, $x_{s}$, for the iteration process. The remarkable consequence of all this work is the fact that convergence of the Newton-Raphson scheme is very efficient. This is shown in Table 2. It requires, on average, about 3 or 4 iterations for the scheme to converge over the entire range of $\theta$ and $\phi$.

It is important to note that other transformations were attempted, but failed to yield reasonable results. It is not clearly understood at this point why the Gauss transformation works so well, and why other transformations in the literature do not. Also, on a real time comparison with the process of the A.G.M., it was found that the method outlined here was about $10 \%$ slower. This could be substantially improved if a relationship between the constants $c_{n}$ could be found. All computations were performed in double precision on an IBM PC in BASIC and FORTRAN 77.

## RELATED INTEGRALS AND FUNCTIONS

The incomplete elliptic integral of the second kind is defined by

$$
\begin{equation*}
E(\theta, k)=\int_{0}^{\theta}\left(1-k^{2} \sin ^{2} \psi\right)^{1 / 2} \mathrm{~d} \psi . \tag{46}
\end{equation*}
$$

Table 1. Range of transformations for evaluating $F(\theta, \phi)$

| $0^{\circ}<\phi \leq 45^{\circ}$ | $45^{\circ}<\phi \leq 80^{\circ}$ | $80^{\circ}<\phi<90^{\circ}$ |
| :---: | :---: | :---: |
| No tranformations required. Aceuracy oxect with A.G.M to double precinion. $x_{t}=0.004$ | 1 Gaucs trenformation requirad. Aceuracy to double precision with A.G.M. $x_{t}=0.012$ | 2 Gause trannformationa required. Aecuracy to double precision with A.G.M. $x_{4}=0.022$ |

Table 2. Convergence of method (Newton-Raphson iterations) $\dagger$

|  | $0^{\circ}<\phi<5^{\circ}$ | $5^{\circ}<\phi<45^{\circ}$ | $45^{\circ}<\phi<80^{\circ}$ | $80^{\circ}<\phi<90^{\circ}$ |
| :---: | :---: | :---: | :---: | :---: |
| $80^{\circ}<\theta<90^{\circ}$ | 3 | 4 | 4 | 4 |
| $45^{\circ}<\theta<80^{\circ}$ | 3 | 4 | 4 | 3 |
| $5^{\circ}<\theta<45^{\circ}$ | 3 | 3 | 3 | 3 |
| $0^{\circ}<\theta<5^{\circ}$ | 2 | 3 | 3 | 3 |

$\dagger$ Represented by average number of iterations

From Refs [2, p. 518; 5, Section 17.2.13]

$$
\begin{equation*}
E(\theta, k)=\frac{\pi}{2 K} \frac{\theta_{4}^{\prime}\left(\frac{\pi u}{2 K}, q\right)}{\theta_{4}\left(\frac{\pi u}{2 K}, q\right)}+\frac{u E}{K}, \tag{47}
\end{equation*}
$$

where $u=F(\theta, k), K$ and $E$ are the complete elliptic integrals of the first and second kind with modulus $k$, and $\theta_{4}$ is defined by equation (4). To achieve double precision accuracy, only five terms are required in equation (4), and four terms for the derivative $\theta_{4}^{\prime}$. Noting that the nome $q$ is a function of the modulus $k$ as in equations (12) and (16), we need only evaluate $u=F(\theta, k), E$ and $K$, outlined earlier, and we may then determine $E(\theta, k)$ from equation (47). Twelve decimal place values for $F(\theta, k)$ and $E(\theta, k)$ are provided in Table 3.

As a direct result of being able to compute efficiently the incomplete elliptic integrals of the first and second kind, we can now efficiently compute elliptic integrals of the third kind, $\Pi\left(\theta, \gamma^{2}, k\right)$, and also functions such as the Heuman lambda-function $\Lambda_{0}(\beta, k)$, and the Jacobian zeta-function $Z(\beta, k)$. These are outlined below in terms of known functions and limiting forms are also given in Appendix $A$.

Table 3. Selected values for $F(\theta, k), E(\theta, k)$


Table 4. Incomplete $\Pi\left(\theta, \gamma^{2}, \phi\right) ; \gamma^{2}=0.1,0.5$

|  | 1 | 15 | 30 | 45 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\mathrm{T}^{1}=0.1$ |  |  |  |
|  | 0.017458470001 | 0.01745359007 | 0.017458091284 | 0.017458912791 |
| 15 | 0.262392851445 | 0.269500580405 | 0.263187804406 | 0.283895587974 |
| 30 | 0.528205419022 | 0.58975095640 | 0.584119206520 | 0.540411178855 |
| 46 | 0.800162092676 | 0.605145972659 | 0.819719228671 | 0.842009504336 |
| 60 | 1.070586324836 | 1.000576712217 | 1.124054916806 | 1.179798543823 |
| 75 | 1.365087829064 | 1.385201841826 | 1.44949543936 | 1.557387474808 |
| 88 | 1.617104884812 | 1.645807887991 | 1.735588575692 | 1.908422904221 |
| 90 | 1.655894132724 | 1.68585877574 | 1.780308494655 | 1.983250707143 |
|  | 6 | 75 | 88 | 90 |
| 1 | 0.01743413454 | 0.01746429681 | 0.017454354881 | 0.017454355911 |
| 18 | 0.264685130406 | 0.265230985116 | 0.26543180145 | 0.205447019880 |
| 30 | 0.547125080287 | 0.85238670804s | 0.554278200274 | 0.554314570939 |
| 45 | 0.868168681072 | 0.89040124984 | 0.890218388451 | 0.89988684852 |
| 60 | 1.25s830907889 | 1.829257564848 | 1.308848995364 | 1.364541403240 |
| 75 | 1.781212785187 | 1.972040908456 | 2.187923850869 | 2.142015900070 |
| 88 | 2.216030126452 | 2.816582198285 | 4.175810739802 | 4.382988078332 |
| 90 | 2.293549850348 | 2.946009011167 | 5.154873005005 | $\infty$ |
|  | $\gamma^{2}=0.5$ |  |  |  |
| 1 | 1 | 15 | 30 | 45 |
|  | 0,017454176018 | 0.017451236003 | 0.017464400161 | 0.017454621735 |
| 15 | 0.264811138186 | 0.265012314941 | 0.268568008104 | 0.266388966938 |
| 30 | 0.648151907580 | 0.649801656749 | 0.554400014962 | 0.561188594815 |
| 46 | 0.870445440897 | 0.878209098974 | 0.803065738905 | 0.919022739166 |
| 60 | 1.258165008804 | 1.267269462s91 | 1.310168161246 | 1.382180357781 |
| 75 | 1.700300567121 | 1.780940970083 | 1.824333511007 | 1.984041750819 |
| 8890 | 2.151844314228 | 2.104004895074 | 2.558093859495 | 2.602817110801 |
|  | 2.221639884918 | 2.260850425042 | 2.413071504201 | 2.701287762095 |
| 90 | 60 | 76 | 88 | 90 |
| 1 | 0.017464343304 | 0.017485006613 | 0.017456003608 | 0.017455064888 |
| 15 | 0.287121390856 | 0.267702093118 | 0.267912451904 | 0.267916358942 |
| 30 | 0.568365E62104 | 0.5739444e9434 | 0.576022955047 | 0.576061831288 |
| 45 | 0.949385473370 | 0.975378987023 | 0.985713913052 | 0.985910974827 |
| 60 | 1.47906s858781 | 1.578813555307 | 1.625064100811 | 1.625993807886 |
| 75 | 2.241555938376 | 2.608458401728 | 2.808209385253 | 2.874078895261 |
| 88 | 3.095288629009 | 4.097333673743 | 6.480005245197 | 6.851017961617 |
| 90 | 3.234778471249 | 4.360205147481 | 8.242640572377 | $\infty$ |

Heuman's lambda-function $\Lambda_{0}(\beta, k)$ and Jacobian zeta-function $Z(\beta, k)$
Complete elliptic integrals of the third kind can be expressed in terms of $\Lambda_{0}(\beta, k)$ and $Z(\beta, k)$, and therefore these will be summarized first. From Ref. [11], we note

$$
\begin{align*}
\Lambda_{0}(\beta, k) & =\frac{2}{\pi}\left[(E-K) F\left(\beta, k^{\prime}\right)+K E\left(\beta, k^{\prime}\right)\right]  \tag{48}\\
Z(\beta, k) & =E(\beta, k)-E F(\beta, k) / K \tag{49}
\end{align*}
$$

where $k^{\prime}=\left(1-k^{2}\right)^{1 / 2}, E \equiv E(\pi / 2, k), K \equiv F(\pi / 2, k)$.
Limiting cases are listed in Appendix A.

## Elliptic integrals of the third kind

The elliptic integral of the third kind is given by the Legendre and Jacobi forms respectively,

$$
\begin{align*}
\Pi\left(\theta, \gamma^{2}, k\right) & =\int_{0}^{\theta} \frac{\mathrm{d} \psi}{\left(1-\gamma^{2} \sin ^{2} \psi\right)\left(1-k^{2} \sin ^{2} \psi\right)^{1 / 2}}  \tag{50}\\
& =\int_{0}^{y} \frac{\mathrm{~d} t}{\left(1-\gamma^{2} t^{2}\right)\left[\left(1-t^{2}\right)\left(1-k^{2} t^{2}\right)\right]^{1 / 2}} \tag{51}
\end{align*}
$$

where $y=\sin \theta, t=\sin \psi$ and $\gamma^{2} \neq 1, \gamma^{2} \neq k^{2}$.
This integral is complete when $\theta=\pi / 2$ (or $y=1$ ), and then the notation $\Pi\left(\gamma^{2}, k\right)$ is often used in the literature. Following Ref. [11], various cases of the elliptic integral of the third kind can be reduced to combinations of the first and second kind elliptic integrals. The hyperbolic cases are defined if (i) $\gamma^{2}>1$ or (ii) $0<\gamma^{2}<k^{2}$, and the circular cases occur when (iii) $\gamma^{2}<0$ and (iv) $k^{2}<\gamma^{2}<1$. Both cases (i) and (iii) can be reduced to cases (ii) and (iv) respectively using

Table 5. Incomplete $\Pi\left(\theta, \gamma^{2}, \phi\right) ; \gamma^{2}=0.9,1$

|  | 1 | 15 | 30 | 45 |
| :---: | :---: | :---: | :---: | :---: |
|  | $\gamma^{2}=0.9$ |  |  |  |
| 1 | 0.017454887928 | 0.017454947022 | 0.017455109213 | 0.017455330783 |
| 15 | 0.267311610497 | 0.267516201343 | 0.268082026367 | 0.268885400118 |
| 30 | 0.571088620117 | 0.572840946669 | 0.577854045902 | 0.585084455240 |
| 45 | 0.988565073983 | 0.975465627078 | 0.995689839173 | 1.026954262326 |
| 60 | 1.584886188326 | 1.805155590664 | 1.687876624374 | 1.774526374757 |
| 75 | 2.744639915491 | 2.799900256217 | 2.977101484511 | 3.312107513623 |
| 88 | 4.620017519437 | 4.739522277316 | 5.133937179732 | 5.933811793915 |
| 90 | 4.967868999231 | 5.099584555503 | 5.535513209603 | 6.425573644196 |
|  | 60 | 75 | 88 | 90 |
| 1 | 0.017458552368 | 0.017455714589 | 0.017455772889 | 0.017455773968 |
| 15 | 0.269061175528 | 0.270251812985 | 0.270465776257 | 0.270469747206 |
| 90 | 0.592810387583 | 0.598820907975 | 0.601061292363 | 0.601103202435 |
| 45 | 1.063715776463 | 1.095352385590 | 1.107973699411 | 1.108214594931 |
| 60 | 1.920812149907 | 2.074876579981 | 2.147527913792 | 2.148996317919 |
| 75 | 3.876614378125 | 4.744332058197 | 5.404323238959 | 5.421258204038 |
| 88 | 7.505693899885 | 11.124081818136 | 21.517134981934 | 23.284483567519 |
| 90 | 8.200869161724 | 12.404091505630 | 30.304518759221 | $\infty$ |
|  | $\gamma^{2}=1$ |  |  |  |
|  | 1 | 15 | 30 | 45 |
| 1 | 0.017455065198 | 0.017455124293 | 0.017455286487 | 0.017455508061 |
| 15 | 0.267950129014 | 0.268155593835 | 0.268723839483 | 0.269510573079 |
| 30 | 0.577358455473 | 0.579164983705 | 0.584275373072 | 0.591647537839 |
| 45 | 1.000032684912 | 1.007311426564 | 1.028657249209 | 1.061695675463 |
| 60 | 1.732155119238 | 1.755647021548 | 1.827809262659 | 1.951138930286 |
| 75 | 3.732419888196 | 3.816547721377 | 4.088637756786 | 4.612796113312 |
| 88 | 28.640381402161 | 29.590854673433 | 32.802148252251 | 39.675239854077 |
| 90 | $\infty$ | $\infty$ | $\infty$ | $\infty$ |
|  | 60 | 75 | 88 | 90 |
| 1 | 0.017455729650 | 0.017455891874 | 0.017455955376 | 0.017455951254 |
| 15 | 0.270309771690 | 0.270902958534 | 0.271117909952 | 0.271121832123 |
| 30 | 0.599526819407 | 0.605657988821 | 0.607943717461 | 0.607986405500 |
| 45 | 1.100604787410 | 1.134143595278 | 1.147537853149 | 1.147793574696 |
| 60 | 2.121599132946 | 2.302764655626 | 2.388787111951 | 2.390529756031 |
| 75 | 5.525541988744 | 7.003718597607 | 8.192303774545 | 8.223563231008 |
| 88 | 54.689422357519 | 98.276543996369 | 341.910458780807 | 412.291487581163 |
| 90 | ¢ | $\infty$ | $\infty$ | $\infty$ |

transformations given by Ref. [5; Section 17.7]. Expressions for limiting cases of the elliptic integral of the third kind are summarized in Appendix B. Here we note the hyperbolic case (ii) for the incomplete elliptic integral of the third kind, which may be expressed in terms of theta-function expansions.

Incomplete $\Pi\left(\theta, \gamma^{2}, k\right), 0<\gamma^{2} \leqslant k^{2}$, \{hyperbolic\}
When $\gamma^{2}=k^{2}$, the integral is defined by equation (A.26). For $0<\gamma^{2}<k^{2}$, the integral reduces to

$$
\begin{equation*}
\Pi\left(\theta, \gamma^{2}, k\right)=F(\theta, k)+\frac{\gamma\left[F(\theta, k) Z(\beta, k)-\Omega_{2}\right]}{\left[\left(1-\gamma^{2}\right)\left(k^{2}-\gamma^{2}\right)\right]^{1 / 2}}, \tag{52}
\end{equation*}
$$

where

$$
\begin{align*}
\beta & =\sin ^{-1}(\gamma / k),  \tag{53}\\
\Omega_{2} & =\frac{1}{2} \ln \left(\frac{\theta_{4}[v+\omega(\beta), q]}{\theta_{4}[v-\omega(\beta), q]}\right),  \tag{54}\\
v & =\pi F(\theta, k) / 2 K,  \tag{55}\\
\omega(\beta) & =\pi F(\beta, k) / 2 K \tag{56}
\end{align*}
$$

and $\theta_{4}(z, q)$ is defined in equation (4). Tabulations for $\Pi\left(\theta, \gamma^{2}, k\right)$ are shown in Tables 4 and 5 for $\gamma^{2} \leqslant 1$.

## CONCLUSIONS

An efficient and accurate methodology for computing incomplete elliptic integrals using theta-function expansions has been summarized and results have been provided in tabular form
for several cases. Software has been provided with interactive codes based on the outlined material. Special forms in Appendices A and B have also been included in the codes.
Table 3 values can be compared to results in Ref. [5, Chap. 17]. Tables 4 and 5 were also compared to Ref. [11] whose authors used Simpson numerical integration to provide six decimal place accuracy. For the circular cases occurring when $k^{2}<\gamma^{2}<1$, listed in Tables 4 and 5, the form given by Ref. [ 5 , Section 17.7.11] was used. Complex arguments would otherwise occur using theta-function expansions, and these are not within the scope of this work.

Computations were compared to the process of the A.G.M. and found to be sufficiently accurate and efficient. These integrals have numerous applications both old and new and their efficient computation, particularly on a personal computer, provides the analyst with substantial savings over resorting to numerical integration schemes. Although accuracy is usually needed to only a few decimal places, particular applications sometimes require a series of these integrals, or ratios (i.e. Ref. [10]. In these cases, for adequate convergence, substantial decimal accuracy (10-16) is required. We also note a lesser known work by González [12], who provided compact expressions for incomplete elliptic integrals in terms of Legendre polynomial series. These were found to be less efficient, although quite accurate, requiring a convergence acceleration scheme (see Ref. [13]) over certain range of parameters. Although Carlson in Ref. [14] has provided robust schemes for elliptic functions, the object of this work was to summarize and clarify the use of theta-functions for evaluating elliptic integrals. Perhaps further work could be undertaken to compare more rigorously the duplication formulae given by Ref. [15], with the theta-function expansions shown here. Finally, the merit in this work is due to the research that was conducted by the many early mathematicians who devoted time towards functions which are not so well known, albeit remembered, today. Ironically, the use of these theta-functions vastly supersedes many present-day numerical integration techniques. Other applications of these functions can only be the subject of further research.
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## APPENDIX A

## Special Values

Complete elliptic integral $K(k)$ and $E(k)$

$$
\begin{align*}
& E(1)=E^{\prime}(0)=1  \tag{A.1}\\
& K(1)=K^{\prime}(0)=\infty \tag{A.2}
\end{align*}
$$

$$
\begin{align*}
& K(0)=K^{\prime}(1)=\pi / 2  \tag{A.3}\\
& E(0)=E^{\prime}(1)=\pi / 2 \tag{A.4}
\end{align*}
$$

Other special values and limiting cases can be found in Byrd and Friedman Ref. [3, Section 111].

Incomplete elliptic integrals $F(\theta, k)$ and $E(\theta, k)$

$$
\begin{align*}
E(0, k) & =F(0, k)=0  \tag{A.S}\\
E(\theta, 0) & =F(\theta, 0)=\theta  \tag{A.6}\\
E(\theta, 1) & =\sin \theta  \tag{A.7}\\
F(\theta, 1) & =\ln (\tan \theta+\sec \theta)  \tag{A.8}\\
F(-\theta, k) & =-F(\theta, k)  \tag{A.9}\\
E(-\theta, k) & =-E(\theta, k)  \tag{A.10}\\
F(m \pi \pm \theta, k) & =2 m K(k) \pm F(\theta, k)  \tag{A.11}\\
E(m \pi \pm \theta, k) & =2 m E(k) \pm E(\theta, k) . \tag{A.12}
\end{align*}
$$

Complete elliptic integral $\Pi\left(\pi / 2, \gamma^{2}, k\right)$

$$
\begin{align*}
\Pi\left(\pi / 2, \gamma^{2}, 1\right) & =\Pi(\pi / 2,1, k)=\infty  \tag{A.13}\\
\Pi(\pi / 2,0, k) & =K(k)  \tag{A.14}\\
\Pi(\pi / 2,0,0) & =\pi / 2  \tag{A.15}\\
\Pi\left(\pi / 2, \gamma^{2}<1,0\right) & =\frac{\pi}{2\left(1-\gamma^{2}\right)^{1 / 2}} . \tag{A.16}
\end{align*}
$$

Incomplete elliptic integral $\Pi\left(\theta, \gamma^{2}, k\right)$

$$
\begin{align*}
& \Pi\left(0, \gamma^{2}, k\right)=0  \tag{A.17}\\
& \Pi(\theta, 0, k)=F(\theta, k)  \tag{A.18}\\
& \Pi(\theta, 0,1)=F(\theta, 1)=\ln (\tan \theta+\sec \theta)  \tag{A.19}\\
& \Pi(\theta, 1,0)=\tan \theta  \tag{A.20}\\
& \Pi\left(\theta, \gamma^{2}>1,0\right)=\frac{\tanh ^{-1}\left[\left(\gamma^{2}-1\right)^{1 / 2} \tan \theta\right]}{\left(\gamma^{2}-1\right)^{1 / 2}}  \tag{A.21}\\
& \Pi\left(\theta, \gamma^{2}<1,0\right)=\frac{\tanh ^{-1}\left(\left(1-\gamma^{2}\right)^{1 / 2} \tan \theta\right)}{\left(1-\gamma^{2}\right)^{1 / 2}}  \tag{A.22}\\
& \Pi(\theta, 1, k)=\frac{k^{\prime 2} F(\theta, k)-E(\theta, k)+\tan \theta\left(1-k^{2} \sin ^{2} \theta\right)^{1 / 2}}{k^{\prime 2}} ; k \neq 1  \tag{A.23}\\
& \Pi\left(\theta, \gamma^{2}>0,1\right)=\frac{\ln (\tan \theta+\sec \theta)-\gamma \ln \left[\frac{1+\gamma \sin \theta}{1-\gamma \sin \theta}\right]^{1 / 2}}{1-\gamma^{2}} ; \gamma^{2} \neq 1  \tag{A.24}\\
& \Pi\left(\theta, \gamma^{2}<0,1\right)=\frac{\ln (\tan \theta+\sec \theta)+|\gamma| \tan -1}{}(|\gamma| \sin \theta)  \tag{A.25}\\
& 1-\gamma^{2}
\end{align*} \quad \begin{array}{ll}
\Pi\left(\theta, k^{2}, k\right) & =\frac{E(\theta, k)-\left(k^{2} \sin \theta \cos \theta\right) /\left(1-k^{2} \sin ^{2} \theta\right)^{1 / 2}}{k^{\prime 2}} ; k \neq 1  \tag{A.26}\\
\Pi(\theta, 1,1) & =\frac{\sin \theta}{2 \cos ^{2} \theta}+\frac{1}{2} \ln \left[\tan \left(\frac{\pi}{4}+\frac{\theta}{2}\right)\right] . \tag{A.27}
\end{array}
$$

Heuman lambda-function $\Lambda_{0}(\beta, k)$ and Jacobian zeta-function $Z(\beta, k)$

$$
\begin{align*}
\Lambda_{0}(\pi / 2, k) & =1 ; \quad \Lambda_{0}(m \pi / 2, k)=m ; \quad m=0,1,2, \ldots  \tag{A.28}\\
Z(\pi / 2, k) & =Z(0, k)=\Lambda_{0}(0, k)=Z(\beta, 0)=0  \tag{A.29}\\
\Lambda_{0}(\beta, 0) & =\sin \beta  \tag{A.30}\\
\Lambda_{0}(\beta, 1) & =2 \beta / \pi  \tag{A.31}\\
\Lambda_{0}(-\beta, k) & =-\Lambda_{0}(\beta, k)  \tag{A.32}\\
\Lambda_{0}(m \pi \pm \beta, k) & =2 m \pm \Lambda_{0}(\beta, k) \tag{A.33}
\end{align*}
$$

## APPENDIX B

Complete Elliptic $\Pi\left(\pi / 2, \gamma^{2}, k\right)$
Complete $\Pi\left(\gamma^{2}, k\right), \gamma^{2}<0,\{$ circular $\}$
If $\gamma^{2}=-k$, then the integral reduces to

$$
\begin{equation*}
n(-k, k)=\frac{1}{4(1+k)}[\pi+2(1+k) K] . \tag{B.1}
\end{equation*}
$$

For other cases, we note that there are two equivalent expressions

$$
\begin{equation*}
\Pi\left(\gamma^{2}, k\right)=\frac{k^{2} K}{k^{2}-\gamma^{2}}-\frac{\pi}{2} \frac{\gamma^{2} \Lambda_{0}(\phi, k)}{\left[\gamma^{2}\left(1-\gamma^{2}\right)\left(\gamma^{2}-k^{2}\right)\right]^{1 / 2}} \tag{B.2}
\end{equation*}
$$

or

$$
\begin{equation*}
\Pi\left(\gamma^{2}, k\right)=\frac{K}{1-\gamma^{2}}+\frac{\pi}{2} \frac{\gamma^{2}\left[\Lambda_{0}(\beta, k)-1\right]}{\left[\gamma^{2}\left(1-\gamma^{2}\right)\left(\gamma^{2}-k^{2}\right)\right]^{1 / 2}} \tag{B.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi=\sin ^{-1}\left(\frac{\gamma^{2}}{\gamma^{2}-k^{2}}\right)^{1 / 2}, \quad \beta=\sin ^{-1} \frac{1}{\left(1-\gamma^{2}\right)^{1 / 2}} \tag{B.4}
\end{equation*}
$$

Complete $\Pi\left(\gamma^{2}, k\right), k^{2}<\gamma^{2}<1$, $\{$ circular $\}$
When $\gamma^{2}=k^{2}$ or $k$, the special forms are:

$$
\begin{equation*}
\Pi\left(k^{2}, k\right)=\frac{E}{k^{\prime 2}} \tag{B.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\Pi(k, k)=\frac{1}{4(1-k)}[\pi+2(1-k) k] . \tag{B.6}
\end{equation*}
$$

For other cases, there are two equivalent expressions:

$$
\begin{equation*}
\Pi\left(\gamma^{2}, k\right)=K+\frac{\pi}{2} \frac{\gamma\left(1-\Lambda_{0}(\theta, k)\right)}{\left[\left(\gamma^{2}-k^{2}\right)\left(1-\gamma^{2}\right)\right]^{1 / 2}}, \tag{B.7}
\end{equation*}
$$

or

$$
\begin{equation*}
\Pi\left(\gamma^{2}, k\right)=\frac{\pi}{2} \frac{\gamma A_{0}(\xi, k)}{\left[\left(\gamma^{2}-k^{2}\right)\left(1-\gamma^{2}\right)\right]^{1 / 2}} \tag{B.8}
\end{equation*}
$$

where $\theta$ and $\xi$ are defined as:

$$
\begin{equation*}
\theta=\sin ^{-1}\left(\frac{1-\gamma^{2}}{1-k^{2}}\right)^{1 / 2}, \quad \xi=\sin ^{-1}\left(\frac{\gamma^{2}-k^{2}}{\gamma^{2}\left(1-k^{2}\right)}\right)^{1 / 2} \tag{B.9}
\end{equation*}
$$

## Complete $\Pi\left(\gamma^{2}, k\right), 0<\gamma^{2}<k^{2},\{$ hyperbolic $\}$

One special case is defined here when $\gamma^{2}=k^{2}$, hence this is given above. For other cases we note

$$
\begin{equation*}
\Pi\left(\gamma^{2}, k\right)=K+\frac{\gamma K Z(\beta, k)}{\left[\left(1-\gamma^{2}\right)\left(k^{2}-\gamma^{2}\right)\right]^{1 / 2}} \tag{B.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta=\sin ^{-1}(\gamma / k) \tag{B.11}
\end{equation*}
$$

Complete $\Pi\left(\gamma^{2}, k\right), \gamma^{2}>1,\{$ hyperbolic $\}$
This case is simply defined by

$$
\begin{equation*}
\Pi\left(\gamma^{2}, k\right)=-\frac{\gamma K Z(\beta, k)}{\left[\left(\gamma^{2}-1\right)\left(\gamma^{2}-k^{2}\right)\right]^{1 / 2}} \tag{B.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta=\sin ^{-1}(1 / \gamma) . \tag{B.13}
\end{equation*}
$$


[^0]:    $\dagger$ This is found after some manipulation of the form (8).

