Abstract—Efficient 3-D mapping provides useful and detailed 3-D data for many applications. In this letter, we present a multisensor calibration and mapping method, to provide highly efficient and relatively accurate colored mapping for GPS-/global navigation satellite system denied environments. The sensor data include 3-D laser scanning point clouds and camera images. A simultaneous localization and mapping (SLAM)-assisted calibration method is first proposed for multiple multibeam light detection and ranging (LiDAR) and multiple camera calibration. An improved SLAM method with loop closure is proposed for 3-D mapping. With the proposed calibration and mapping methods, centimeter-level colored point clouds can be obtained efficiently. The proposed method was tested with both backpacked and car-mounted systems on indoor and outdoor scenes. Experimental results show the effectiveness and efficiency of the proposed calibration and mapping methods.
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I. INTRODUCTION

The 3-D mapping in GPS-/global navigation satellite system (GNSS)-denied environments provides useful 3-D dense data for many applications, such as indoor disaster search and rescue, restoration of complex internal structures of buildings, and navigation in dense cities [1], [2]. Light detection and ranging (LiDAR) sensors acquire accurate 3-D data by measuring the range. Recently, low-cost LiDARs, for example, the Velodyne multibeam LiDAR sensor, have been widely used in some surveys and self-driven vehicles [3].

Recent studies in LiDAR-based simultaneous localization and mapping (SLAM) provide 3-D point cloud maps by feature-based scan registration or LiDAR odometry [4]. Meanwhile, well-explored visual SLAM methods can achieve sparse 3-D feature maps based on images. For applications, such as object recognition and scene understanding, providing both 3-D point cloud and color information for a scene is in high demand. However, very few studies have explored the efficient implementation of colored mapping in GPS-/GNSS-denied environments. Multisensor systems, which typically include LiDAR sensors and cameras, are used to acquire both point clouds and images. Some studies attempted to combine camera and LiDAR by extracting depth from LiDAR measurements for camera features in visual SLAM [5].

Regarding the extrinsic calibration of LiDAR and cameras, some works used specially designed calibration targets and manual feature selection [6]. At present, for most LiDAR sensor and multiple camera hybrid calibration methods, each camera and LiDAR sensor must be calibrated separately [7]. It is difficult to find corresponding target points or corner features from a sparse point cloud in an overlapped view of multibeam LiDAR sensors and cameras [8].

Based on our previous research [9], in this letter, we present an efficient 3-D colored mapping method for GPS-/GNSS-denied environments using multisensor data. The proposed method, including multisensor calibration and 3-D mapping, provides efficient and relatively accurate colored mapping for GPS-/GNSS-denied environments. To achieve extrinsic calibration of multibeam LiDAR sensors and multiple cameras, a SLAM-assisted calibration method is proposed. Also, an improved LiDAR-based SLAM method is proposed for 3-D mapping. The proposed calibration and mapping methods were tested with different mobile platforms on indoor and outdoor test scenes.

II. MULTISENSOR SYSTEM CALIBRATION

A. Multisensor System

In the calibration process, a self-built backpacked multisensor system [Fig. 1(a)] is used to collect both LiDAR point cloud and camera data. The backpacked system consists of two Velodyne VLP-16 LiDAR sensors for 3-D data acquisition and a low-cost commercial panoramic camera (one wide-angle lens camera on each side) for image data acquisition.

In this system, LiDAR sensor A ($X_{11}, Y_{11}, Z_{11}$) is mounted horizontally; LiDAR sensor B ($X_{12}, Y_{12}, Z_{12}$) is mounted 45 below LiDAR sensor A [Fig. 1(b)]. The point cloud in the coordinate system of the LiDAR sensor is shown in Fig. 1(c). The LiDAR point cloud data, $P (x, y, z)$, in the Cartesian coordinate system ($X, Y, Z$) are calculated using (1). $P$ is the distance from $P$ to the origin of the coordinate system. Based on our previous work [10], point cloud data of LiDAR sensor A, ($P_A$), and point cloud data of LiDAR sensor B, ($P_B$), are fused into $P_f$ by the $4 \times 4$ transform matrix between the
two LiDAR sensors, \( T_{\text{cal}} \) (2). In addition, terrestrial laser scanning (TLS) data are introduced to bridge the calibration between LiDAR sensors and cameras. The calibration process is shown in Fig. 1(d).

\[
P = \begin{bmatrix} x \\ y \\ z \end{bmatrix} = \begin{bmatrix} R \cos(\omega) \cos(\alpha) \\ R \cos(\omega) \cos(\alpha) \\ R \sin(\alpha) \end{bmatrix}
\]

(1)

\[
P_f = P_A + T_{\text{cal}} = P_B.
\]

(2)

**B. Intrinsic Calibration of the Cameras**

The proposed method can be applied not only to cameras with regular lenses but also fisheye and wide-angle lenses. The camera internal reference model is given by

\[
\begin{bmatrix} f_x & 0 & c_x \\ 0 & f_y & c_y \\ 0 & 0 & 1 \end{bmatrix}
\]

and \((k_1, k_2, k_3)\), where \((f_x, f_y)\) is the focal length of the camera, \((c_x, c_y)\) is the position of the camera, and \((k_1, k_2, k_3)\) is the factor of radial distortion. Considering the practicality of implementation, a camera calibration method proposed in [11] is used to determine the internal parameters and distortion factors of the camera and obtain the camera internal reference model. Specifically, when calibrating fisheye and wide-angle lens cameras, central areas close to the center point of the image are used to assure high calibration accuracy.

**C. SLAM-Based Calibration Scene Mapping**

For each scan of the multibeam LiDAR sensor, the acquired point cloud includes a limited description of the calibration scene. The proposed calibration method uses the SLAM-based method detailed in Section III to achieve large calibration scene data using mobile platforms. Considering that acquired point cloud data are relatively sparse, it is inaccurate to locate features directly in an original point cloud. To acquire denser points for feature extraction, a high-precision TLS (e.g., Rieg VZ 1000 [12]) scans the calibration scene and obtains the point cloud of the entire calibration scene with an accuracy of about 5 mm (in the range of 1400 m). Using the singular value decomposition (SVD) method, a coarse registration between dense TLS point cloud data and sparse SLAM-based point cloud is obtained from four pairs of manually selected matching points. Then, an iterative closest point (ICP) algorithm fine-tunes the coarse registration results. The registered dense point cloud also provides a relatively accurate estimation of the camera location in the SLAM-based point cloud coordinate system, since the accuracy of the terrestrial laser scanner is high.

**D. Calibration of the LiDAR and Cameras**

In our method, highly reflective boards, which are easily detected in the point clouds, are used for calibration. For camera images, a corner detector extracts the candidate edge points of each square. For point cloud data, an intensity threshold-based method first extracts the high-intensity areas of the targets. Then, region growing and plane fitting methods are applied to obtain high-intensity block candidates on the reflective boards. Four pairs of correspondent corners are manually selected from the image corner candidates and intensity corner candidates.

Denote the corner coordinates in the corrected images of each camera by \((\mu, \nu)\), the correspondent corner coordinates in the point cloud by \((X_l, Y_l, Z_l)\), and the estimation of the camera coordinates in the SLAM-based point cloud coordinate system by \((X_c, Y_c, Z_c)\). Using \((X_c, Y_c, Z_c)\), \((\mu, \nu)\), \((X_l, Y_l, Z_l)\) and the internal parameters of the cameras, a collinear equation is established to obtain the directional cosine elements of each camera and complete the calibration as follows:

\[
\mu - c_x = -f \frac{a_1(X_l - X_c) + b_1(Y_l - Y_c) + c_1(Z_l - Z_c)}{a_3(X_l - X_c) + b_3(Y_l - Y_c) + c_3(Z_l - Z_c)}
\]

(3)

\[
\nu - c_x = -f \frac{a_2(X_l - X_c) + b_2(Y_l - Y_c) + c_2(Z_l - Z_c)}{a_3(X_l - X_c) + b_3(Y_l - Y_c) + c_3(Z_l - Z_c)}
\]

(4)

where \(f\) is the focal length; for simplicity, \(f\) is set at \(f_x + f_y / 2\) in the method. For each camera, nine directional cosine elements \((a_1, a_2, a_3, b_1, b_2, b_3, c_1, c_2, c_3)\) are calculated for the three angles between the SLAM-based LiDAR point cloud frame and camera frame \((\varphi, \rho, \theta)\) as follows in (5), as shown at the top of the next page.

**III. LiDAR-Based 3-D Mapping Method**

**A. Feature Point Extraction**

Feature points on sharp edges and planar surface patches in each frame are first selected separately for LiDAR data frame matching. Because of the radial effect, when the angle between the planar and the laser beam is small, the points on this planar may be misclassified as edge points, which eventually results in map mismatching. To solve the point misclassification problem, we improve the original feature extraction method in LiDAR Odometry and Mapping (LOAM) [4] by normalizing the distance during the smoothness calculation of the feature point. Here, the smoothness of each point, \(C\), determines which category one point belongs to. Considering that each acquired frame includes multiple individual laser beams, the smoothness of each laser scanner point can be evaluated through the spatial relationship with its surrounding points on a scanning beam.
B. LiDAR-Based Mapping by Feature Matching

Then, a 3-D point cloud map and the corresponding trajectory are reconstructed by matching the above-mentioned feature points. Let \( P^n_w \) be the mapping result from \( P^n_j \) to \( P^n_f \) in the world coordinate system, and \( T_n \) be the \( n \)th transform matrix that translates \( P^n_f \) to the world coordinate system

\[
\begin{align*}
\begin{bmatrix}
P^n_1 \\
P^n_w \\
P^n_n
\end{bmatrix} &= \begin{bmatrix}
P^n_1 \\
P^n_w \\
P^n_n
\end{bmatrix} + T_n \cdot P^n_f. \\
\end{align*}
\]

(9)

Let \( P^n_{fe} \) be edge points, and \( P^n_{fp} \) be planar points in \( P^n_f \). Let \( P^n_{we} \) be edge points, and \( P^n_{wp} \) be planar points in the world coordinate system. The goal of mapping is to obtain \( P^n_w \)

\[
\begin{align*}
P^n_{we} &= P^n_{we}^{-1} + T_n \cdot P^n_{fe}, \quad \quad (10) \\
P^n_{wp} &= P^n_{wp}^{-1} + T_n \cdot P^n_{fp}. \quad \quad (11)
\end{align*}
\]

After being transformed to the world coordinate system, for each point, \( P^n_i \), in \( P^n_{fe}/P^n_{fp} \), five edges/planar points closest to that point are found in \( P^n_{we}/P^n_{wp}^{-1} \). If the five points are in the same line or on the same plane, compute the distance, 

\[
d_i/d_p, \quad \text{from } P^n_i \text{ to the line/plane. } T_k \quad (k \text{ is the frame number) is computed recursively as follows:}
\]

\[
\begin{align*}
d_i &= \text{Dist}(P_i, P^k_{fe}, T_k, P^n_{we}) \\
d_p &= \text{Dist}(P_i, P^k_{fp}, T_k, P^n_{wp}) \\
T_k &= \text{arg} \min_{T_k} \sum |p^k_{fe}| d_i + \sum |p^k_{fp}| d_p \quad \quad (12)
\end{align*}
\]

where Dist(·) is the function to compute the distance between point \( P_i \) and its corresponding line or plane. During this projection, each \( d_i \) or \( d_p \) is recalculated for each iteration of \( T_k \). The initial value of \( T_k \) can be set as \( T_{k-1} \) or computed by linear interpolation. Finally, \( P^n_w \) is achieved when the transformation from \( T_1 \) to \( T_n \) is obtained.

C. Loop Closure and Map Optimization

Loop closures are detected based on the Euclidean distance between the origins of two frames in the world coordinate system. For a certain period, if the timestamp interval of the two frames exceeds a given threshold (set at 20 s in this letter) and their spatial distance is less than a given threshold (3 m for indoor and 5 m for outdoor scenes in this letter), a possible closed loop is detected. For each frame of these two frames, a point cloud is first generated by registering its consecutive frames. Next, a Generalized-ICP [13] method registers these two point clouds to obtain a transformation, \( \Delta T \), and a registration error, \( \epsilon \). Then, a candidate loop closure will be labeled as true if \( \epsilon \) is less than a given threshold. If true, \( \Delta T \) along with its associated frame number will be used as the input to the map optimization process. Finally, regarding the accumulated mapping error, a G2O framework [14] optimizes the transformation from \( T_1 \) to \( T_n \) after all loop closures are detected. Finally, the 3-D map \( P^n_w \) is refreshed to obtain a consistent map.

IV. EXPERIMENTAL RESULTS

A. Calibration Experiments

A marker-based method was used for error analysis of the proposed calibration method. The average distances between the corresponding center points of the marker and the total least mean square error were calculated (see Table I). For each scene, ten groups of points were selected on the floor and walls, respectively. Results indicate that our method achieves good calibration accuracy. We observed that smaller error is calculated for the indoor scene, regarding the smaller error of manual point selection in the indoor scene with closer range. Along with 3-D mapping, the proposed calibration method

\[
\begin{array}{l}
\begin{bmatrix}
\cos \varphi \cos \theta - \sin \varphi \sin \rho \sin \theta \\
\cos \varphi \sin \theta \\
\sin \varphi \cos \theta + \cos \varphi \sin \rho \sin \theta \\
\sin \varphi \sin \theta \\
\sin \varphi \cos \rho \\
\cos \varphi \cos \rho
\end{bmatrix}
\end{array}
\]
acquires a colored point cloud not only for a single scene but also a large-scale scene.

B. 3-D Mapping Experiments

1) Backpacked System for Indoor Scenes: Our mapping method was first tested on a multifloor building scene. Point cloud data and camera images of a five-floor building exterior were collected by carrying our backpacked system and walking along the corridors and staircases. We started from the left side of the fifth floor, walked to the nearest stairway, and went down to the first floor. There is no closed loop in this run. The length of the longest corridor is about 120 m. The overall run of the trajectory is about 500 m. The detailed map in Fig. 2 indicates that our algorithm performs well. The time cost of our method is about 0.67 s/frame.

Fig. 3. Mapping results of a parking garage scene. (a) Trajectories from different methods. Black circle: starting location. (b) Close look of a map built by our method without loop closure. (c) Close look of a map built by our method with loop closure. (d) Map built by our method with loop closure. (e) Example colored map result.

Fig. 3(e) shows the colored map result for the underground parking garage. The insufficient and inconsistent lighting situation results in inconsistent color distribution of the calibration results.

The averaged relative accuracies of the above building and parking garage scenes are about 0.17% and 0.23%, respectively. For the building scene, four pairs of reference points for each floor were selected to calculate accuracy. For the parking garage, 11 pairs of reference points, from both pillars and road markings, were selected to calculate the accuracy. For both building and garage scenes, ten planes were selected to calculate local precisions. The average vertical and planimetric precisions of the building are 2.79 and 2.70 cm, respectively. The average vertical and planimetric precisions of the parking garage are 3.66 and 2.07 cm, respectively.

2) Outdoor Scene Tests: The proposed calibration and mapping methods were also tested on a car-mounted multisensor system, consisting of a Velodyne HDL-32E LiDAR sensor and a Velodyne VLP-16 LiDAR sensor for 3-D data acquisition, and four fisheye lens cameras. The Velodyne HDL-32E LiDAR sensor has a typical accuracy range of 2 cm. The driving speed during the test is about 25–35 km/h.

A part of Haiyun campus of Xiamen University was selected as an outdoor mapping test scene. The data collecting run contain two closed loops. The overall run of the trajectory is about 650 m. As shown in Fig. 4, we started from the point “0” location and ended at the point “1.” The order of the data acquisition run is 0-1-2-3-4-2-3-1. In Fig. 4(a), the trajectories in red and blue are generated by our method...
The time costs of our method without and with loop closure are about 0.74 and 0.82 s/frame, respectively.

Fig. 5 shows the 3-D colored map results for the Haiyun Campus of Xiamen University. The overall run of the trajectory is about 1200 m. The results show that the calibrated sensors are well fused for the outdoor scene. Considering the low-cost commercial cameras used in the system, the limited image resolution and large image distortion result in small misregistration and incompleteness of the colored point clouds.

V. CONCLUSION
An efficient indoor 3-D colored mapping method for GPS-/GNSS-denied environments using multisensor data was presented in this letter. In this method, a SLAM-assisted multisensor calibration method is used to achieve simultaneous multisensor calibration, and an improved LiDAR-based SLAM method with loop closure is proposed for mapping. The point misclassification problem during the feature point extraction is effectively solved by normalizing the distance during the smoothness calculation of the feature point. The accumulated error is eliminated by loop closure and map optimization. Experimental results show that our method achieves promising performance in complicated indoor and outdoor scenes.
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