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Abstract. In this paper, we study the distribution of multiplica-
tively dependent vectors. For example, although they have zero
Lebesgue measure, they are everywhere dense both in Rn and Cn.
We also study this property in a more detailed manner by consid-
ering the covering radius of such vectors.

1. Introduction

1.1. Background. Let n ≥ 2 be a positive integer, R be a ring with
identity and let v = (v1, . . . , vn) be in Rn. We say that the vector v is
multiplicatively dependent if all its coordinates are non-zero and there
is a non-zero integer vector k = (k1, . . . , kn) in Zn for which

(1.1) vk11 · · · vknn = 1.

Let S be a subset of R. We denote by Mn(S) the set of multiplicatively
dependent vectors with coordinates in S.

In 2018 Pappalardi, Sha, Shparlinski and Stewart [14] gave asymp-
totic estimates for the number of multiplicatively dependent vectors
whose coordinates are algebraic numbers of bounded height and of
fixed degree or within a fixed number field. For example, it follows
from [14, Equation (1.16)] that for any integer n ≥ 2 there is a posi-
tive number c0(n) such that the number of elements of Mn(Z) whose
coordinates are at most H in absolute value is

(1.2) n(n+ 1)(2H)n−1 +O
(
Hn−2 exp(c0(n) logH/ log logH)

)
.

The multiplicative dependence of algebraic numbers has also been
studied from other aspects. These include bounding the heights of mul-
tiplicatively dependent algebraic numbers (see [17]), studying points on
an algebraic curve whose coordinates are non-zero algebraic numbers
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and multiplicatively dependent (see [1, 2, 6, 12]), investigating multi-
plicative dependence of rational values (see [7, 13]), considering multi-
plicative dependence among iterated values of rational functions (see [4,
13]), and studying multiplicative dependence modulo groups (see [3,4]).

In this paper, we study the distribution of the elements of Mn(S)
when S is a subset of the real numbers R or the complex numbers C
with number theoretic interest. Note that the sets Mn(R) and Mn(C)
have zero Lebesgue measure, since they are countable unions of hyper-
surfaces and each hypersurface in Rn or Cn has zero Lebesgue measure.
On the other hand, our results imply that Mn(R) and Mn(C) are dense
in Rn and Cn respectively; see Theorem 1.1 and Theorem 1.4.

Let K be a number field, which we always identify with one of its
models, that is, K = Q(α) for some algebraic number α. Recall, that
alternatively, one can think of K as Q[X]/f(X)Q[X] for an irreducible
polynomial f(X) ∈ Z[X] and then consider its various embeddings in
C and R.

As usual, we define the degree of K to be the degree [K : Q] of the
field extension K/Q. Let OK denote the ring of integers of K. We
study the distribution of Mn(K) and Mn(OK) in Rn and also in Cn.
Among other results, we prove that Mn(K ∩ R) is dense in Rn, and
Mn(OK ∩R) is dense in Rn if OK ∩R 6= Z. Further, Mn(K) is dense in
Cn if K ( R, and Mn(OK) is dense in Cn if K ( R and [K : Q] ≥ 3.
Then, to study the cases of Mn(Z), which is not dense in Rn, and of
Mn(OK) when K is an imaginary quadratic field, which is not dense
in Cn, we introduce a refinement of the notion of the covering radius of
a set and use it to show that there are significant irregularities in the
distribution of the elements of Mn(Z) in Rn and of Mn(OK) in Cn.

1.2. Density results for multiplicatively dependent vectors. We
say that a subset S of a ring R is closed under powering if for any α in
S we also have αm in S for every non-zero integer m.

Theorem 1.1. Let n ≥ 2 and let S be a dense subset of R which is
closed under powering. Then Mn(S) is dense in Rn.

We remark that if S is a dense subset of R which is not closed under
powering, then Mn(S) may not be dense in Rn. For example, let S be
the set of all rational numbers of the form p/q or −p/q with distinct
primes p, q. Then by [9, Theorem 4] S is dense in R, but Mn(S) is not
dense in Rn for any n ≥ 2 (see Section 5 for more details).

Since the rationals are dense in R and closed under powering, we
deduce the following result.

Corollary 1.2. Let n ≥ 2. Then Mn(Q) is dense in Rn.
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Let K be a number field of degree at least 2. Plainly Mn(K ∩
R) is dense in Rn by Corollary 1.2 since Q is contained in K ∩ R.
Furthermore, if OK ∩R 6= Z, then OK ∩R is easily seen to be dense in
R, and since it is closed under powering we have the following result.

Corollary 1.3. Let n ≥ 2, and let K be a number field. If OK∩R 6= Z,
then Mn(OK ∩ R) is dense in Rn.

We next establish the analogue of Theorem 1.1 when R is replaced
by C.

Theorem 1.4. Let n ≥ 2 and let S be a dense subset of C which is
closed under powering. Then Mn(S) is dense in Cn.

As before, we remark that in Theorem 1.4 the condition that S be
closed under powering cannot be removed. For example, let S be the
set of all algebraic numbers of the form ζp/q with ζ a root of unity and
with p and q distinct primes. Then S is dense in C, but Mn(S) is not
dense in Cn for any n ≥ 2 (see Section 5).

If K is a number field not contained in R, then K is dense in C and
we deduce our next result.

Corollary 1.5. Let n ≥ 2, and let K be a number field. If K is not
contained in R, then Mn (K) is dense in Cn.

Further, by Lemma 2.2 below, if K is a number field of degree at
least 3 which is not contained in R, then OK is dense in C and we have
the following result.

Corollary 1.6. Let n ≥ 2, and let K be a number field. If [K : Q] ≥ 3
and K is not contained in R, then Mn (OK) is dense in Cn.

Clearly, one can see that the converses of Corollaries 1.3, 1.5 and 1.6
are true.

1.3. Covering radius of the set of multiplicatively dependent
vectors. Let S be a subset of R. The covering radius of Mn(S) in Rn

is defined as
ρn(S) = sup

x∈Rn

inf
v∈Mn(S)

‖x− v‖,

where ‖x‖ is the Euclidean norm of x = (x1, . . . , xn) ∈ Rn, that is,

‖x‖ =
√
x21 + . . .+ x2n.

Clearly, Mn(S) is dense in Rn if and only if ρn(S) = 0. Let K be a
number field. Then, for any integer n ≥ 2 it follows from Corollary 1.2
that ρn(K ∩ R) = 0 and from Corollary 1.3 that ρn(OK ∩ R) = 0 pro-
vided that OK ∩ R 6= Z. On the other hand, trivially ρn(Z) ≥ 1 and
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it follows from (1.2) that in fact ρn(Z) =∞; see (1.3). In this case we
introduce a finer measure in order to study more precisely the distri-
bution of multiplicatively dependent vectors with integer coordinates.
For H > 1 we define

ρn(H;Z) = sup
x∈Rn

‖x‖≤H

inf
v∈Mn(Z)

‖x− v‖.

Each point of Mn(Z) which is in the ball of radius H centered at the
origin has coordinates which are at most H in absolute value. By (1.2)
there is a positive number c1(n), which depends on n, such that the
number of such points is at most c1(n)Hn−1.

In addition there is a positive number c2(n), which depends on n,
such that the volume of a ball of radius r in Rn is c2(n)rn. Thus, the
ball of radius H centered at the origin has volume c2(n)Hn, and so in
order to cover it with balls of radius r centered at the points of Mn(Z)
which lie in it we must have c1(n)rnHn−1 larger than Hn. In particular
we must have

(1.3) ρn(H;Z) ≥ c3(n)H1/n,

where c3(n) = c1(n)−1/n.
If the points of Mn(Z) were evenly distributed, then the lower bo-

und (1.3) would be sharp. However, the distribution of the points is in
fact remarkably non-uniform. Certainly there are many points which
are close to each other in Mn(Z), since if n > 2 then (2k, 2, x3, . . . , xn)
is in Mn(Z) for each positive integer k whenever x3, . . . , xn are non-
zero integers. Furthermore for each positive integer k both (2k, 2) and
(2k, 4) are in M2(Z). In addition there are large regions of Rn devoid
of points of Mn(Z).

In the sequel, the implied constants in the symbols O and � may
depend on n and K. (We recall that U = O(V ) and U � V are
equivalent to the inequality |U | ≤ cV with some positive number c.)

In particular we prove the following result, which shows the true
order of magnitude of ρn(H;Z) to be spectacularly different from that
suggested by (1.3).

Theorem 1.7. For H > 1, we have

H � ρ2(H;Z)� H,

and for n ≥ 3

H/(logH)C0(n) � ρn(H;Z)� H
(log logH)n−1

(logH)n−2
,
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where C0(n) is a positive number which is effectively computable in
terms of n.

The lower bound for ρn(H;Z) with n ≥ 3 in Theorem 1.7 is estab-
lished by means of a result of Tijdeman [20] on gaps between integers
composed of a fixed set of primes. For the upper bound we use an
explicit construction.

Similarly, if T is a subset of C, then the covering radius of Mn(T )
in Cn is defined as

µn(T ) = sup
z∈Cn

inf
v∈Mn(T )

‖z− v‖,

where ‖z‖ is the Euclidean norm of z = (z1, . . . , zn) ∈ Cn, that is,

‖z‖ =
√
|z1|2 + . . .+ |zn|2.

Clearly, for any subset T of C, Mn(T ) is dense in Cn if and only
if µn(T ) = 0. By Corollaries 1.5 and 1.6 it remains to determine
µn(OK) for n ≥ 2 when K is an imaginary quadratic field. By [14,
Equation (1.7)] the number of elements of Mn(OK) whose coordinates
have absolute Weil height, see (2.14) below, at most H is

n(n+ 1)

2
w

(
2πH2

|D|1/2

)n−1
+O

(
H2n−3) ,

where w denotes the number of roots of unity in K and D denotes the
discriminant of K. It follows, as in (1.3), that in this case µn(OK) =∞;
see also the lower bounds of Theorem 1.8. As in the real case, we
introduce the following more refined concept. For H > 1 and K an
imaginary quadratic field, we put

µn(H; OK) = sup
x∈Cn

‖x‖≤H

inf
v∈Mn(OK)

‖x− v‖.

Theorem 1.8. Let K be an imaginary quadratic field, and let H be a
real number with H > 1. Then, there exists a number C0(n), which is
effectively computable in terms of n, such that

H � µ2(H; OK)� H,

and for n ≥ 3,

H/(logH)C0(n) � µn(H; OK)� H
log logH

(logH)1/2
.

For the proof of the lower bound in Theorem 1.8 we again appeal
to the result of Tijdeman [20] while for the upper bound we give an
explicit construction.
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We note that an alternative approach to upper bounds in Theo-
rems 1.7 and 1.8 can be given using the results of Tijdeman [21] on
gaps between products of powers of fixed primes and their analogue
for algebraic numbers due to Stewart [18] (see also [19]). However this
approach leads to quantitatively weaker bounds.

2. Preliminaries

2.1. Density of algebraic integers in C. We believe that the main
result of this section is of independent interest. It is also needed for
the proof of Corollary 1.6.

Lemma 2.1. Let α and β be complex numbers which are not in R with
1, α and β linearly independent over Q and for which

Q(α, β) ∩ R = Q.

Then, the set

Sα,β = {a+ bα + cβ : a, b, c ∈ Z}
is dense in C.

Proof. Let ε be a real number with 0 < ε < 1, and let x + yi be in C
with x, y ∈ R. We want to show that there are elements of Sα,β within
ε of x+ yi. Without loss of generality, we can assume that

(2.1) 1 ≤ x < 2 and y ≥ 0.

Let K = Q(α, β). Note that 1, α, β are linearly independent over
Q. Then, for any integer n, the numbers 1, α + n, β are also linearly
independent over Q. So we can assume that

α = a+ bi,

where i =
√
−1 is the imaginary unit and a, b are positive real numbers.

Since α is not a real number, C = R(α) and so there exist real
numbers r and s with

(2.2) β = r + sα.

We cannot have both r and s in Q, since 1, α, β are linearly independent
over Q. Moreover, neither r nor s is in Q. Indeed, if r is in Q, then
s = (β − r)/α is in K ∩ R, and hence by our assumption s is in Q,
which is a contradiction. A similar argument also applies if s is in Q.

Suppose that 1, r, s are linearly dependent over Q. Then, there exist
integers j, k and `, not all zero, such that

(2.3) j + kr + `s = 0.
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Since r and s are irrational, we have k` 6= 0. By (2.2) and (2.3),

j + k(β − sα) + `s = 0

or
j + kβ = (kα− `)s.

Since β is non-real, j + kβ is non-zero, and so is kα− `. Then,

s =
j + kβ

kα− `
,

and we see that s ∈ K. Since s is real and K ∩R = Q, we deduce that
s is in Q, which gives a contradiction.

Therefore, we must have that 1, r, s are linearly independent over Q.
For any real number x, let bxc denote the integer part of x (that is,

the largest integer not greater than x), and let {x} = x−bxc denote the
fractional part of x. By Kronecker’s Theorem (see [8, Theorem 443]),
there exists a positive integer q such that

(2.4)
ε

4
< {qr} < ε

2
and {qs} < ε2

20 max{a, b}
.

Put
γ1 = qβ − bqrc − bqscα,

and note that γ1 ∈ Sα,β. Further, by (2.2)

γ1 = {qr}+ {qs}α,
and since α = a+ bi, we have

(2.5) γ1 = λ+ {qs}bi,
where

(2.6) λ = {qr}+ {qs}a.
We now define q1 to be the integer for which

(2.7) q1{qs}b ≤ y < (q1 + 1){qs}b,
which is possible since s is irrational and thus {qs} > 0. Then

q1γ1 = q1λ+ q1{qs}bi.
We put

γ2 = q1γ1 − bq1λc .
Note that γ2 ∈ Sα,β and

(2.8) γ2 = {q1λ}+ q1{qs}bi.
We now choose q2 to be the integer for which

(2.9) {q1λ}+ q2λ ≤ x < {q1λ}+ (q2 + 1)λ,
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which is possible, since the irrationality of r, s and the positivity of a,
together with (2.6), imply that λ is positive. Thus, by (2.1) and (2.9)
we have

q2λ ≤ x < 2,

and by (2.4) and (2.6) we have

λ ≥ {qr} > ε

4
.

Therefore

(2.10) q2 <
8

ε
.

Note that q1 and q2 are non-negative.
Observe that γ2 + q2γ1 is in Sα,β, and by (2.5) and (2.8),

|γ2 + q2γ1 − (x+ yi)| ≤ |{q1λ}+ q2λ− x|+ |q1{qs}b+ q2{qs}b− y| .

Thus, by (2.7) and (2.9) we have

(2.11) |γ2 + q2γ1 − (x+ yi)| ≤ λ+ (q2 + 1){qs}b.

By (2.4) and (2.6)

(2.12) λ ≤ ε

2
+
ε2

20
,

and by (2.4) and (2.10)

(2.13) (q2 + 1){qs}b ≤
(

8

ε
+ 1

)
ε2

20
=

2

5
ε+

ε2

20
.

Thus, by (2.11), (2.12) and (2.13),

|γ2 + q2γ1 − (x+ yi)| < ε

as required. ut

Note that the set Sα,β in Lemma 2.1 is in fact the sum of two lattices
Z + Zα and Z + Zβ. Although each lattice is not dense in the plane,
the sum of the two lattices is dense in the plane under the condition in
Lemma 2.1.

We remark that the condition Q(α, β)∩R = Q in Lemma 2.1 cannot
be removed. For example, choosing α = i, β =

√
2 + i, we have that

Q(α, β) ∩ R = Q(
√

2) and Sα,β is not dense in C.

Lemma 2.2. Let K be a number field. Then, the ring of integers OK

is dense in C if and only if K is not contained in R and [K : Q] ≥ 3.
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Proof. Clearly the condition [K : Q] ≥ 3 is necessary. Indeed, if [K :
Q] = 2 and K is not contained in R, then OK forms a lattice in the
plane and so cannot be dense in C.

Let us now suppose that K is not contained in R and that [K : Q] ≥
3. We consider the following two cases.

Case 1. We first consider the case when K ∩R = Q. Since K ∩R = Q
and [K : Q] ≥ 3, there exist non-real algebraic integers α and β in OK

such that 1, α, β are linearly independent over Q. By Lemma 2.1, this
case is done.

Case 2. We now consider the case when K ∩ R 6= Q or equivalently
when OK ∩ R 6= Z. Then, there exists a real algebraic integer α ∈ OK

which is not in Z and so is irrational. Further, since K is not contained
in R, there exists an element β ∈ OK with β = a + bi where a and b
are real numbers with b > 0.

Let ε be a real number with 0 < ε < 1, and let x + yi be in C with
x, y ∈ R. We now show that there are elements of OK within ε of
x+ yi.

Since α is irrational, we can choose integers c and d such that

|c+ dα− y/b| < ε

2b
.

Similarly, we can choose integers r and s with

|r + sα + ac+ adα− x| < ε

2
.

We then put λ = r + sα + (c+ dα)β. Observe that λ ∈ OK and

|λ− (x+ yi)| < ε

2
+
ε

2
= ε,

as required. ut

Combining Theorem 1.4 with Lemma 2.2, we obtain Corollary 1.6.

2.2. Multiplicative dependence of algebraic numbers. For any
algebraic number α of degree d ≥ 1, let

f(x) = adx
d + · · ·+ a1x+ a0

be the minimal polynomial of α over the integers Z (so with content 1
and positive leading coefficient). Suppose that f factors as

f(x) = ad(x− α1) · · · (x− αd)
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over the complex numbers C. The height of α, also known as the
absolute Weil height of α and denoted by H(α), is defined by

(2.14) H(α) =

(
ad

d∏
j=1

max{1, |αj|}

)1/d

.

The next result shows that if algebraic numbers α1, . . . , αn are mul-
tiplicatively dependent, then there is a dependence relation where the
exponents are not too large in absolute value; see for example [11, The-
orem 3] or [15, Theorem 1].

Lemma 2.3. Let n ≥ 2 and let α1, . . . , αn be multiplicatively dependent
non-zero algebraic numbers of degree at most d which are not roots of
unity. Then there is a positive number c, which depends only on n and
d, and there are rational integers k1, . . . , kn, not all zero, such that

αk11 · · ·αknn = 1

and

|kj| ≤ c
n∏

m=1,m 6=j

log H(αj), j = 1, . . . , n.

We remark that the upper bound in Lemma 2.3 is best possible up
to a multiplicative constant; see [11, Example 1].

The following result describes the typical form of a two dimensional
multiplicatively dependent vector over a number field.

Lemma 2.4. Let K be a number field, and let h be the class number
of K. If α and β in K are multiplicatively dependent, then there exists
γ in K such that (αh, βh) = (η1γ

l, η2γ
m) for roots of unity η1, η2 from

K and some integers l and m.

Proof. Since α and β are multiplicatively dependent, without loss of
generality we can assume that there exist two positive integers k1, k2
such that

(2.15) αk1 = βk2 .

First, we look at the prime decompositions of the fractional ideals 〈α〉
and 〈β〉 of K. Notice that there exist distinct prime ideals p1, . . . , pn
of K and integers e1, . . . , en, s1, . . . , sn such that

〈α〉 = pe11 . . . penn , 〈β〉 = ps11 . . . psnn ,

which, together with (2.15), implies that

(2.16) k1ej = k2sj, j = 1, . . . , n.
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Then, choosing integers

l =
k2

gcd(k1, k2)
, m =

k1
gcd(k1, k2)

and

tj =
ej · gcd(k1, k2)

k2
=
sj · gcd(k1, k2)

k1
, j = 1, . . . , n,

we have
〈α〉 = (pt11 . . . p

tn
n )l, 〈β〉 = (pt11 . . . p

tn
n )m,

and

(2.17) k1l = k2m.

Since h is the class number of K, the fractional ideal (pt11 . . . p
tn
n )h is

principal. That is, there exists an element γ0 ∈ K such that

(pt11 . . . p
tn
n )h = 〈γ0〉,

and thus
〈αh〉 = 〈γl0〉, 〈βh〉 = 〈γm0 〉.

So, there are two units u, v of OK such that

(2.18) αh = uγl0, βh = vγm0 .

Now, by (2.15), (2.17) and (2.18), we obtain

(2.19) uk1 = vk2 .

Let r be the rank of the group of units of OK . By Dirichlet’s unit
theorem, there exist r fundamental units w1, . . . , wr ∈ OK such that

(2.20) u = η1w
a1
1 . . . warr and v = η2w

b1
1 . . . wbrr

for some roots of unity η1, η2 ∈ K and integers a1, . . . , ar, b1, . . . , br.
Clearly, (2.20) also includes the case when the rank r = 0. We substi-
tute (2.20) into (2.19) and deduce that

ηk11 = ηk22

and

(2.21) k1aj = k2bj, j = 1, . . . , r.

By (2.16) and (2.21), there exists a unit w ∈ OK such that

u = η1w
l and v = η2w

m,

where l and m have been defined in the above. Substituting this
into (2.18) and denoting wγ0 by γ we have

αh = η1γ
l and βh = η2γ

m.

This completes the proof. ut
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2.3. Gaps between products of powers of fixed primes. We need
a result of Tijdeman [20] on a lower bound on the gaps between integers
of the form ps11 · · · p

sk
k for distinct primes p1, . . . , pk and non-negative

integers s1, . . . , sk, k ≥ 2, see also [10,21].

Lemma 2.5. Let S = {p1, . . . , pk} be a nonempty set of prime numbers
and let m1 < m2 < . . . be the increasing sequence of positive integers
composed of primes from S. Then there exists a positve number c which
is effectively computable in terms of S such that

mj+1 −mj �
mj

(logmj)c
.

3. Proofs of Density Results

3.1. Proof of Theorem 1.1. We first note that it suffices to prove our
result for n = 2, as then we can approximate any vector (x1, . . . , xn)
by (v1, v2, v3, . . . , vn) ∈ Sn, where

• v1, v2 are multiplicatively dependent and chosen to approximate
x1, x2 respectively,
• v3, . . . , vn are chosen independently to approximate x3, . . . , xn.

Let (x1, x2) ∈ R2. It is enough to prove that for any ε > 0 there
exists an element of M2(S) which differs from (x1, x2) by at most ε
in each coordinate. For each ε > 0, we choose a real number δ > 0,
depending only on ε, x1 and x2, such that if α is a real number with

(3.1) − 1− δ < α < −1− δ/2,

there exist integers k and m such that

||α|k − |x1|| < ε, ||α|k+1 − |x1|| < ε,

||α|m − |x2|| < ε, ||α|m+1 − |x2|| < ε.
(3.2)

Since S is dense in R, there is an element α in S satisfying (3.1). Since
S is closed under powering, we have that the four vectors (αk, αm),
(αk, αm+1), (αk+1, αm) and (αk+1, αm+1) are all in M2(S) and also (3.2)
holds. Note that at least one of these four vectors differs from (x1, x2)
by at most ε in each coordinate (according to the signs of x1 and x2).
The desired result now follows.

3.2. Proof of Theorem 1.4. As in the proof of Theorem 1.1 we ob-
serve that it suffices to prove our result for n = 2.

Let (z1, z2) ∈ C2. We show that there is a sequence of elements of
M2(S) which converges to (z1, z2).
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We first prove the result when z1z2 = 0. Without loss of generality we
may suppose that z1 = 0. If |z2| < 1, we let (s1, s2, . . .) be a sequence
of complex numbers from S with |sm| ≤ |z2| for m = 1, 2, . . . which
converges to z2. Then (smm, sm) is in M2(S) for m = 1, 2, . . . and

lim
m→∞

(smm, sm) = (0, z2).

On the other hand, if |z2| ≥ 1, let (s1, s2, . . .) be a sequence of complex
numbers from S with |sm| ≥ (1 + 1

m
)|z2| for m = 1, 2, . . . which con-

verges to z2. Then (s−m
2

m , sm) is in M2(S) for m = 1, 2, . . ., and since
|z2| ≥ 1,

lim
m→∞

(s−m
2

m , sm) = (0, z2).

We now suppose that z1z2 6= 0. Put

zj = |zj| exp(2πiϑj),

where i =
√
−1 and 0 ≤ ϑj < 1, for j = 1, 2. For each positive integer

m we put

ωm =

(
1 +

1

m2

)
exp(2πi/m).

Next, let aj,m be the unique integer with(
1 +

1

m2

)aj,m
≤ |zj| <

(
1 +

1

m2

)aj,m+1

, j = 1, 2.

Define rj,m ∈ {0, . . . ,m − 1} by the condition rj,m ≡ aj,m (mod m),
and then choose bj,m ∈ {−rj,m,−rj,m + 1, . . . ,m− rj,m − 1} such that

bj,m + rj,m
m

≤ ϑj <
bj,m + rj,m + 1

m
, j = 1, 2.

Observe that |bj,m| is at most m, for j = 1, 2. Then

lim
m→∞

ωaj,m+bj,m
m = zj, j = 1, 2.

Since S is dense in C, there is an element tm in S with∣∣taj,m+bj,m
m − ωaj,m+bj,m

m

∣∣ < 1

m
, j = 1, 2, m = 1, 2, . . . .

Thus

lim
m→∞

(ta1,m+b1,m
m , ta2,m+b2,m

m ) = (z1, z2).

Since S is closed under powering, we see that each (t
a1,m+b1,m
m , t

a2,m+b2,m
m )

is in M2(S), and the result now follows.
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4. Proofs of Bounds on the Covering Radius

4.1. Proof of the lower bound of Theorem 1.7. We start with
n = 2. Since the upper bound is trivial, we only need to prove the
lower bound. Fix a vector x = (H/2, 3H/4), we have ‖x‖ ≤ H. For
any vector v = (v1, v2) ∈M2(Z) with v1 > 1 and v2 > 1, by Lemma 2.4
we can choose a positive integer a ≥ 2 such that v1 = as1 , v2 = as2 for
some positive integers s1, s2.

Assume that s1 ≥ s2, that is v1 ≥ v2. If v1 ≤ 5H/8, then ‖x− v‖ ≥
3H/4 − 5H/8 = H/8. Otherwise if v1 > 5H/8, we have ‖x − v‖ ≥
5H/8−H/2 = H/8. So, in this case we obtain

‖x− v‖ ≥ H/8.

Now, we assume that s1 < s2. If v1 ≤ 5H/12, then ‖x − v‖ ≥
H/2− 5H/12 = H/12; while if v1 > 5H/12, then

v2 ≥ av1 ≥ 2v1 > 5H/6,

which implies that ‖x − v‖ > 5H/6 − 3H/4 = H/12. Hence, in this
case we have

‖x− v‖ ≥ H/12

as required.
We now consider the case n ≥ 3. Let p1, . . . , pn be the first n primes.

We define qj as the largest power of pj which does not exceed H/2;
thus we have

H

2pj
< qj ≤

H

2
, j = 1, . . . , n.

We now set b = (c+ 2)n, where c is the constant in Lemma 2.5 which
corresponds to k = n and the above choice of primes.

We now define the n-dimensional box

B =
[
q1 −H/(logH)b, q1 +H/(logH)b

]
×

. . .×
[
qn −H/(logH)b, qn +H/(logH)b

]
,

and show that Mn(Z) ∩B = ∅ when H is sufficiently large. Indeed,
we assume that there exists v = (v1, . . . , vn) ∈Mn(Z) ∩B. Then, by
Lemma 2.3 one can choose the exponents kj in (1.1) to satisfy

(4.1) |kj| � (logH)n−1, j = 1, . . . , n.

Since

vj = qj +O(H/(logH)b) = qj
(
1 +O(1/(logH)b)

)
,

using (4.1) we also have

v
kj
j = q

kj
j

(
1 +O

(
|kj|/(logH)b

))
= q

kj
j

(
1 +O

(
1/(logH)b−n+1

))



MULTIPLICATIVELY DEPENDENT VECTORS 15

for j = 1, . . . , n. Hence
n∏
j=1

q
kj
j = 1 +O

(
1/(logH)b−n+1

)
.

Collecting negative and positive exponents we rewrite this as

(4.2) Q+ = Q−
(
1 +O

(
1/(logH)b−n+1

))
,

where

Q+ =
n∏
j=1
kj>0

q
kj
j and Q− =

n∏
j=1
kj<0

q
−kj
j .

Since by (4.1) we have

max{logQ+, logQ−} � (logH)n,

we can rewrite (4.2) as

(4.3) Q+ = Q−
(
1 +O

(
1/(logQ∗)

(b−n+1)/n
))

where Q∗ = min{Q+, Q−}. Since due to our choice of b we have

(b− n+ 1)/n = (b+ 1)/n− 1 > c+ 1 > c,

we see that (4.3) contradicts Lemma 2.5 when H is sufficiently large.
This in fact completes the proof of the lower bound.

4.2. Proof of the upper bound of Theorem 1.7. We only need to
consider the case n ≥ 3. Let

x = (x1, . . . , xn) ∈ Zn

with ‖x‖ ≤ H for large enough H. Without loss of generality we can
assume that

0 < x1 ≤ . . . ≤ xn ≤ H.

Moreover, if x1 ≤ H/(logH)n−2, then we take u = (1, x2, . . . , xn) and
get

‖x− u‖ ≤ H/(logH)n−2.

Hence we can assume that

(4.4) H/(logH)n−2 < x1 ≤ . . . ≤ xn ≤ H.

In addition, the case when x1 = · · · = xn is trivial, and so we assume
that

(4.5) xn > x1.

Denote
yi = log(xi/x1), i = 2, . . . , n.
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By (4.5), we have yn > 0. Next, we see from (4.4) that for a sufficiently
large H we have

(4.6) yi � log logH, i = 2, . . . , n.

We set

(4.7) q =

⌊
logH

n2 log logH

⌋
and, using a q-ary expansion of yi/yn ∈ [0, 1], choose non-negative
integers ai,j < q where i = 2, . . . , n, j = 1, . . . , n− 2 such that

(4.8)

∣∣∣∣∣ yiyn −
n−2∑
j=1

ai,j
qj

∣∣∣∣∣ ≤ 1

qn−2
, i = 2, . . . , n.

Take

(4.9) k =
⌊
(logH)n−1

⌋
and choose positive integers m1, . . . ,mn−2 so that

(4.10)

∣∣∣∣log(mj/k)− yn
qj

∣∣∣∣ ≤ 1/k, j = 1, . . . , n− 2.

Indeed, this can be done because for m ≥ k we have

log((m+ 1)/k)− log(m/k) = log(1 + 1/m) < 1/m ≤ 1/k.

It now follows from (4.10) that∣∣∣∣∣
n−2∑
j=1

ai,j log(mj/k)−
n−2∑
j=1

ai,j
qj
yn

∣∣∣∣∣
≤ 1

k

n−2∑
j=1

ai,j < qn/k, i = 2, . . . , n.

(4.11)

Furthermore, the inequalities (4.6) and (4.8) imply that∣∣∣∣∣
n−2∑
j=1

ai,j
qj
yn − yi

∣∣∣∣∣ = yn

∣∣∣∣∣ yiyn −
n−2∑
j=1

ai,j
qj

∣∣∣∣∣� log logH

qn−2
, i = 2, . . . , n.

Combining this bound with (4.11), we obtain

(4.12)

∣∣∣∣∣
n−2∑
j=1

ai,j log(mj/k)− yi

∣∣∣∣∣� log logH

qn−2
+
qn

k
, i = 2, . . . , n.

Clearly there exists u1 = kqnv with a positive integer v satisfying

(4.13) |x1 − u1| ≤ kqn.
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Take u = (u1, . . . , un), where

ui = u1

n−2∏
j=1

(mj/k)ai,j = vksi
n−2∏
j=1

m
ai,j
j ∈ N

with

si = qn−
n−2∑
j=1

ai,j > 0,

for i = 2, . . . , n. Clearly, u1, . . . , un generate a multiplicative subgroup
of rank at most n − 1 in Q∗ (which is contained in the multiplicative
subgroup generated by u1,m1/k, . . . ,mn−2/k) and thus u ∈Mn(Z).

We now note that the inequalities (4.4) and (4.13) imply
(4.14)

|log u1 − log x1| = |log(u1/x1)| �
|x1 − u1|

x1
.� kqn(logH)n−2

H
.

Furthermore, for i = 2, . . . , n, using log xi = log x1 + yi, we see that

|log ui − log xi| =

∣∣∣∣∣
n−2∑
j=1

ai,j log(mj/k) + log u1 − log x1 − yi

∣∣∣∣∣
≤

∣∣∣∣∣
n−2∑
j=1

ai,j log(mj/k)− yi

∣∣∣∣∣+ |log u1 − log x1| ,

and from (4.12) and (4.14) we derive

(4.15) |log ui − log xi| �
log logH

qn−2
+
qn

k
+
kqn(logH)n−2

H
.

One easily checks that for the choice of parameters (4.7) and (4.9)
we have

log logH

qn−2
� (log logH)n−1

(logH)n−2
,

qn

k
� log logH

(logH)n−2
,

kqn(logH)n−2

H
�

(
(logH)(n−1)n

)logH/n2 log logH

(logH)n−2

H

=
H(n−1)/n(logH)n−2

H
=

(logH)n−2

H1/n
.

Clearly the bound (4.15) absorbs (4.14), thus for i = 1, . . . , n we have

|log ui − log xi| �
(log logH)n−1

(logH)n−2
,
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which implies

ui = xi exp
(
O
(
(log logH)n−1/(logH)n−2

))
= xi +O

(
xi(log logH)n−1/(logH)n−2

)
.

Hence,

‖x− u‖ � H
(log logH)n−1

(logH)n−2
,

which concludes the proof of the upper bound.

4.3. Proof of the lower bound of Theorem 1.8. We start with
n = 2. Let h be the class number of K. We first fix a number c with

0 < c < 2−(h+1)/(2h),

and then fix a vector

z = (z1, z2) = (aH, bH)

and another real number d such that

(4.16) 0 < c < a < d < b < 21/(2h)c.

It is easy to see that ‖z‖ ≤ H.
For any vector v = (v1, v2) ∈ M2(OK) with |v1| > 1 and |v2| > 1,

by Lemma 2.4 we can choose an element γ ∈ OK with |γ| > 1 such
that v1 = η1γ

s1/h, v2 = η2γ
s2/h for some roots of unity η1, η2 and some

positive integers s1, s2. Clearly, we have

‖z− v‖ = ‖(z1 − v1, z2 − v2)‖ ≥ max{|z1 − v1|, |z2 − v2|}
≥ max{

∣∣|z1| − |v1|∣∣, ∣∣|z2| − |v2|∣∣}.(4.17)

Besides, since γ ∈ OK with |γ| > 1 and K is an imaginary quadratic
field, we have

|γ| ≥
√

2.

Assume that s1 ≥ s2, that is |v1| ≥ |v2|. If |v1| ≤ dH, then∣∣|z2| − |v2|∣∣ ≥ bH − dH = (b− d)H.

Otherwise, if |v1| > dH, we have∣∣|z1| − |v1|∣∣ ≥ dH − aH = (d− a)H.

So, in this case using (4.17) we obtain

(4.18) ‖z− v‖ ≥ min{(b− d)H, (d− a)H}.
Now, we assume that s1 < s2. If |v1| ≤ cH, then∣∣|z1| − |v1|∣∣ ≥ aH − cH = (a− c)H;
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while if |v1| > cH, then

|v2| ≥ |γ|1/h|v1| ≥ 21/(2h)|v1| > 21/(2h)cH,

which implies that∣∣|z2| − |v2|∣∣ > 21/(2h)cH − bH = (21/(2h)c− b)H.

Hence, in this case using (4.17) we have

(4.19) ‖z− v‖ ≥ min{(a− c)H, (21/(2h)c− b)H}.

Combining (4.18), (4.19) with (4.16), we conclude the proof for the
case n = 2.

For the case n ≥ 3, we recall the box B defined in the proof of
Theorem 1.7. Applying the same arguments as before, we obtain that
for sufficiently large H,

{(|v1|, . . . , |vn|) : (v1, . . . , vn) ∈Mn(OK)} ∩B = ∅,

where we also need to use the fact that for any α ∈ OK , if |α| ≤ H, then
for its height we have log H(α) � logH, and so log H(|α|) � logH
(because K is an imaginary quadratic field). This gives the desired
lower bound.

4.4. Proof of the upper bound of Theorem 1.8. We only need to
prove the upper bound for n ≥ 3. In fact it is sufficient to consider only
the case n = 3, since this automatically means that for any n ≥ 3 and
x ∈ On

K , there is a vector u ∈Mn(OK) such that the distance ‖x−u‖
is small.

Let x = (x1, x2, x3) ∈ O3
K with ‖x‖ ≤ H for large enough H. We

want to show that there is a vector u ∈M3(OK) such that the distance
‖x− u‖ is small.

Without loss of generality we can assume that

0 < |x1| ≤ |x2| ≤ |x3| ≤ H.

Moreover, if |x1| ≤ H/ logH, then we take u = (1, x2, x3) and get

‖x− u‖ ≤ H/ logH.

Hence we can assume that

(4.20) H/ logH < |x1| ≤ |x2| ≤ |x3| ≤ H.

Denote

q =
⌊√

logH/(2 log logH)
⌋

and λ = exp

(
1

q2
+

2πi

q

)
,
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where i =
√
−1. Our plan is to approximate the numbers x2 and x3

by zj2 and zj3 , respectively, where j2 and j3 are non-negative integers,
where

zj = λjx1, j ≥ 0,

and then approximate x1, zj2 , zj3 by multiplicatively dependent ele-
ments u1, u2, u3 of OK .

Let

ν1 = bq log(|x2|/|x1|)c .
By (4.20), we get

(4.21) 0 ≤ ν1 ≤ q log logH.

One verifies that

|λ|(ν1+1)q ≤ |λ|q2 log(|x2|/|x1|)+q = exp(1/q)|x2|/|x1|
and

|λ|ν1q ≥ |λ|q2 log(|x2|/|x1|)−q = |x2|/(|x1| exp(−1/q)).

Hence, for every integer j with ν1q ≤ j < (ν1 + 1)q, we have

(4.22) | log(|x2|/|λjx1|)| ≤ 1/q.

We assume that the principal argument arg(z) of a non-zero complex
number z always belongs to the interval [0, 2π) and denote

a = arg(x2/x1) ∈ [0, 2π).

Take

ν2 = bqa/(2π)c .
Clearly,

(4.23) 0 ≤ ν2 < q.

Then, since λq ∈ R, we have

arg
(
x2/

(
λν1q+ν2x1

))
= arg (x2/ (λν2x1))

= arg
(
λ{qa/(2π)}

)
∈ [0, 2π/q),

(4.24)

where {ξ} denotes the fractional part of a real ξ.
Define

j2 = ν1q + ν2.

We conclude from (4.21) and (4.23) that

(4.25) 0 ≤ j2 ≤ Q,

where

(4.26) Q =
⌊
q2 log logH

⌋
+ q.
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Furthermore, from (4.22) and (4.24) we see that

(4.27) |x2 − λj2x1| � |x2|/q.
Similarly, we can choose j3 satisfying

(4.28) 0 ≤ j3 ≤ Q

and

(4.29) |x3 − λj3x1| � |x3|/q.
Take

(4.30) k =
⌊
q3 log logH

⌋
.

Since OK has a structure of a lattice, we can choose β ∈ OK such that
|β − kλ| � 1, and so

(4.31) |β/k − λ| � 1/k � q−3(log logH)−1.

Set
λ̃ = β/k.

Writing ζ = λ̃/λ− 1 we observe that

(1 + ζ)j = 1 +O(jζ)

provided jζ < 1/2. By (4.31)

Q
∣∣∣λ̃/λ− 1

∣∣∣� Q/k � 1/q,

and so for any integer j with 0 ≤ j ≤ Q we have∣∣∣λ̃j − λj∣∣∣� j|λj|
∣∣∣λ̃/λ− 1

∣∣∣ ≤ Q|λj|
∣∣∣λ̃/λ− 1

∣∣∣� |λj|/q.
In particular, by (4.25) and (4.28) this holds for j = j2 and j3. Now,
recalling (4.27) and (4.29), we obtain

(4.32) |x2 − λ̃j2x1| � |x2|/q and |x3 − λ̃j3x1| � |x3|/q.
Taking into account (4.26) and (4.30) we find that

Q ≤
(

1

4
+ o(1)

)
logH/ log logH,

log k ≤
(

3

2
+ o(1)

)
log logH,

and we conclude that

kQ � (H/ logH)1/2 � |x1|1/2.
Then, we can choose v ∈ OK such that |x1/kQ − v| � 1, and so

(4.33) |x1 − kQv| � kQ � |x1|1/2 � |x1|/q.
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We set

u1 = kQv,

u2 = λ̃j2u1 = kQ−j2βj2v,

u3 = λ̃j3u1 = kQ−j3βj3v.

Clearly, u1, u2, u3 are multiplicatively dependent elements of OK (since

they belong to the multiplicative group generated by u1 and λ̃. Finally,
we conclude from (4.32) and (4.33) that

|xj − uj| � |xj|/q, j = 1, 2, 3,

implying

‖x− u‖ � H
log logH

(logH)1/2
for u = (u1, u2, u3),

which concludes the proof.

5. The hypotheses of Theorems 1.1 and 1.4

In this section, we show that in Theorem 1.1 and Theorem 1.4 the
property of S being closed under powering cannot be removed.

For Theorem 1.1 we let S be the set of all rational numbers of the
form p/q or −p/q with distinct primes p, q. Then by [9, Theorem 4]
the set S is dense in R and we now show that Mn(S) is not dense in
Rn for any n ≥ 2.

Let (x1, . . . , xn) ∈ Mn(S). Then, there are integers k1, . . . , kn, not
all zero, such that

(5.1) xk11 · · ·xknn = 1.

Indeed, as a first step we show that there are integers k1, . . . , kn ∈
{−1, 0, 1}, not all zero, such that

|xk11 · · ·xknn | = 1.

Note that while it is possible to use Siegel’s Lemma [16, Page 213,
Hilfssatz] (see also [5,22]) to show that there exists a nontrivial solution
of (5.1) with k1, . . . , kn bounded from above as a function of n, which
is enough for our purpose, we give a more direct argument to establish
this stronger claim.

Put

yi =

{
xi, if ki ≥ 0,

x−1i , if ki < 0,
i = 1, . . . , n,

and write
yi = εi

pi
qi
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with εi ∈ {−1, 1}, i = 1, . . . , n. Let ki1 , . . . , kit be all the non-zero
integers from (5.1). Then

(5.2) y
|ki1 |
i1
· · · y|kit |it

= 1.

Observe that by (5.2) we have

(5.3) {pi1 , . . . , pit} = {qi1 , . . . , qit}.

We claim that there exists distinct integers j1, . . . , jr from the set
{i1, . . . , it} so that

(5.4) |yj1 · · · yjr | = 1.

To see this, consider the path that starts at pi1 and continues according
to the following rules. If we are at pim we connect pim with qim . Next
qim is connected to pis , where s is the smallest index with pis = qim .
This step is always possible by virtue of (5.3). If pis has already been
traversed by the path, we stop. Observe that this gives us a path which
terminates in a cycle and the cycle gives us a solution to (5.4).

Let α1, . . . , αn be non-zero real numbers, and we also assume that for
all n-tuples (δ1, . . . , δn) 6= (0, . . . , 0) with δi ∈ {−1, 0, 1}, i = 1, . . . , n,
we have

αδ11 · · ·αδnn 6= ±1.

For example, we can choose

(5.5) (α1, . . . , αn) =
(

2, 23, . . . , 23n−1
)
.

Notice that there is a positive number c such that

(5.6)
∣∣αδ11 · · ·αδnn − 1

∣∣ > c and
∣∣αδ11 · · ·αδnn + 1

∣∣ > c

for any non-zero n-tuple (δ1, . . . , δn) with δi ∈ {−1, 0, 1}, i = 1, . . . , n.
Since every element (x1, . . . , xn) ∈ Mn(S) satisfies an identity of the
form (5.4), it follows from (5.6) that there is a small ball around
(α1, . . . , αn) which does not contain any element of Mn(S). As a con-
sequence, we see that Mn(S) is not dense in Rn.

For Theorem 1.4 we let S be the set of complex numbers of the form
ζp/q where ζ is a root of unity and p and q are distinct primes. Since
the roots of unity are dense in the unit circle and the quotients of the
primes are dense in the positive real numbers we see that S is dense in
C.

We now repeat our argument as before but with

yi = ζi
pi
qi
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where ζi is a root of unity and pi and qi are distinct primes for i =
1, . . . , n. We again find that (5.4) holds. Let (α1, . . . , αn) be an n-
tuple of non-zero complex numbers with

|αδ11 · · ·αδnn | 6= 1

for any non-zero n-tuple (δ1, . . . , δn) with

δi ∈ {−1, 0, 1}, i = 1, . . . , n.

Plainly (5.5) gives such an n-tuple. Then there is a small ball around
(α1, . . . , αn) which does not contain any element of Mn(S) and so
Mn(S) is not dense in Cn.
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[16] C. L. Siegel, Über einige Anwendungen diophantischer Approximationen, Abh.
der Preuss. Akad. der Wissenschaften Phys.-math Kl., Nr. 1 (1929), 209–266.
22

[17] C. L. Stewart, On heights of multiplicatively dependent algebraic numbers, Acta
Arith. 133 (2008), 97–108. 1

[18] C. L. Stewart, Sets generated by finite sets of algebraic numbers, Acta Arith.
184 (2018), 193–200. 6

[19] C. L. Stewart, Multiplicatively dependent vectors with coordinates algebraic
numbers, Hardy-Ramanujan Journal 42 (2019), 64–69. 6

[20] R. Tijdeman, On integers with many small prime factors, Compos. Math. 26
(1973), 319–330. 5, 12

[21] R. Tijdeman, On the maximal distance between integers composed of small
primes, Compos. Math. 28 (1974), 159–162. 6, 12

[22] J. D. Vaaler, The best constant in Siegel’s lemma, Monatsh. Math. 140 (2003),
71–89. 22



26 S. KONYAGIN, M. SHA, I. E. SHPARLINSKI, AND C. L. STEWART

Steklov Mathematical Institute, 8, Gubkin Street, Moscow, 119991,
Russia

E-mail address: konyagin@mi-ras.ru

School of Mathematical Sciences, South China Normal University,
Guangzhou, 510631, China

E-mail address: min.sha@m.scnu.edu.cn

Department of Pure Mathematics, University of New South Wales,
Sydney, NSW 2052, Australia

E-mail address: igor.shparlinski@unsw.edu.au

Department of Pure Mathematics, University of Waterloo, Water-
loo, Ontario, N2L 3G1, Canada

E-mail address: cstewart@uwaterloo.ca


	1. Introduction
	1.1. Background 
	1.2. Density results for multiplicatively dependent vectors
	1.3. Covering radius of the set of multiplicatively dependent vectors

	2. Preliminaries
	2.1. Density of algebraic integers in C
	2.2. Multiplicative dependence of algebraic numbers
	2.3. Gaps between products of powers of fixed primes

	3. Proofs of Density Results
	3.1. Proof of Theorem 1.1
	3.2. Proof of Theorem 1.4

	4. Proofs of Bounds on the Covering Radius
	4.1. Proof of the lower bound of Theorem 1.7
	4.2. Proof of the upper bound of Theorem 1.7
	4.3. Proof of the lower bound of Theorem 1.8
	4.4. Proof of the upper bound of Theorem 1.8

	5. The hypotheses of Theorems 1.1 and 1.4 
	Acknowledgements
	References

