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#### Abstract

Let $F$ be a binary form with integer coefficients, non-zero discriminant and degree $d$ with $d$ at least 3. Let $R_{F}(Z)$ denote the number of integers of absolute value at most $Z$ which are represented by $F$. We prove that there is a positive number $C_{F}$ such that $R_{F}(Z)$ is asymptotic to $C_{F} Z^{\frac{2}{d}}$.


## 1. Introduction

Let $F$ be a binary form with integer coefficients, non-zero discriminant $\Delta(F)$ and degree $d$ with $d \geq 2$. For any positive number $Z$ let $\mathcal{R}_{F}(Z)$ denote the set of non-zero integers $h$ with $|h| \leq Z$ for which there exist integers $x$ and $y$ with $F(x, y)=h$. Denote the cardinality of a set $\mathcal{S}$ by $|\mathcal{S}|$ and put $R_{F}(Z)=\left|\mathcal{R}_{F}(Z)\right|$. There is an extensive literature, going back to the foundational work of Fermat, Lagrange, Legendre and Gauss [12], concerning the set $\mathcal{R}_{F}(Z)$ and the growth of $R_{F}(Z)$ when $F$ is a binary quadratic form. For instance in 1908 Landau [26] proved that if $F_{0}(x, y)=x^{2}+y^{2}$ then

$$
\begin{equation*}
R_{F_{0}}(Z) \sim C_{0} Z /(\log Z)^{1 / 2} \tag{1.1}
\end{equation*}
$$

with $C_{0}$, the Landau-Ramanujan constant [14], given by

$$
\begin{equation*}
C_{0}=\left(\frac{1}{2} \prod_{p \equiv 3} \frac{1}{(\bmod 4)} \frac{1-p^{-2}}{}\right)^{1 / 2} \tag{1.2}
\end{equation*}
$$

where the product is over primes congruent to 3 modulo 4. See [6], [7] and [8] for more recent treatments of these topics. For forms of higher degree much less is known. In 1938 Erdős and Mahler [11] proved that if $F$ is irreducible over $\mathbb{Q}$ and $d$ is at least 3 then there exist positive numbers $c_{1}$ and $c_{2}$, which depend on $F$, such that

$$
R_{F}(Z)>c_{1} Z^{\frac{2}{d}}
$$

for $Z>c_{2}$.
Put

$$
\begin{equation*}
A_{F}=\mu\left(\left\{(x, y) \in \mathbb{R}^{2}:|F(x, y)| \leq 1\right\}\right) \tag{1.3}
\end{equation*}
$$

where $\mu$ denotes the area of a set in $\mathbb{R}^{2}$. In 1967 Hooley [18] determined the asymptotic growth rate of $R_{F}(Z)$ when $F$ is an irreducible binary cubic form with discriminant which is not a square. He proved that
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$$
\begin{equation*}
R_{F}(Z)=A_{F} Z^{\frac{2}{3}}+O\left(Z^{\frac{2}{3}}(\log \log Z)^{-\frac{1}{600}}\right) \tag{1.4}
\end{equation*}
$$

In 2000 Hooley [23] treated the case when the discriminant is a perfect square. Suppose that

$$
F(x, y)=b_{3} x^{3}+b_{2} x^{2} y+b_{1} x y^{2}+b_{0} y^{3} .
$$

The Hessian covariant of $F$ is

$$
q_{F}(x)=A x^{2}+B x+C,
$$

where

$$
A=b_{2}^{2}-3 b_{3} b_{1}, B=b_{2} b_{1}-9 b_{3} b_{0} \text { and } C=b_{1}^{2}-3 b_{2} b_{0} .
$$

Put

$$
\begin{equation*}
m=\frac{\sqrt{\Delta(F)}}{\operatorname{gcd}(A, B, C)} \tag{1.5}
\end{equation*}
$$

Hooley proved that if $F$ is an irreducible cubic with $b_{1}$ and $b_{2}$ divisible by 3 and $\Delta(F)$ a square then there is a positive number $\gamma$ such that

$$
\begin{equation*}
R_{F}(Z)=\left(1-\frac{2}{3 m}\right) A_{F} Z^{\frac{2}{3}}+O\left(Z^{\frac{2}{3}}(\log Z)^{-\gamma}\right) \tag{1.6}
\end{equation*}
$$

We remark that if $F$ is a binary cubic form then

$$
|\Delta(F)|^{\frac{1}{6}} A_{F}= \begin{cases}\frac{3 \Gamma^{2}(1 / 3)}{\Gamma(2 / 3)} & \text { if } \Delta(F)>0 \\ \frac{\sqrt{3} \Gamma^{2}(1 / 3)}{\Gamma(2 / 3)} & \text { if } \Delta(F)<0\end{cases}
$$

where $\Gamma(s)$ denotes the gamma function. In [1] Bean gives a simple representation for $A_{F}$ when $F$ is a binary quartic form.

Hooley [22] also studied irreducible quartic forms of the shape

$$
F(x, y)=a x^{4}+2 b x^{2} y^{2}+c y^{4} .
$$

Let $\varepsilon>0$. He proved that if $a / c$ is not the fourth power of a rational number then

$$
\begin{equation*}
R_{F}(Z)=\frac{A_{F}}{4} Z^{\frac{1}{2}}+O_{F, \varepsilon}\left(Z^{\frac{18}{37}+\varepsilon}\right) . \tag{1.7}
\end{equation*}
$$

Further if $a / c=A^{4} / C^{4}$ with $A$ and $C$ coprime positive integers then

$$
\begin{equation*}
R_{F}(Z)=\frac{A_{F}}{4}\left(1-\frac{1}{2 A C}\right) Z^{\frac{1}{2}}+O_{F, \varepsilon}\left(Z^{\frac{18}{37}+\varepsilon}\right) . \tag{1.8}
\end{equation*}
$$

In addition to these results, when $d$ is at least 3 and $F$ is the product of $d$ linear forms with integer coefficients Hooley [24], [25] proved that there is a positive number $C_{F}$ such that for each positive number $\varepsilon$

$$
\begin{equation*}
R_{F}(Z)=C_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\eta_{d}+\varepsilon}\right), \tag{1.9}
\end{equation*}
$$

where $\eta_{3}$ is $\frac{5}{9}$ and $\eta_{d}$ is $\frac{2}{d}-\frac{d-2}{d^{2}(d-1)}$ if $d$ exceeds 3 .

Browning [5], Greaves [13], Heath-Brown [16], Hooley [19], [20], [21], Skinner and Wooley [33] and Wooley [36] have obtained asymptotic estimates for $R_{F}(Z)$ when $F$ is of the form $x^{d}+y^{d}$ with $d \geq 3$. Furthermore, Bennett, Dummigan and Wooley [2] have obtained an asymptotic estimate for $R_{F}(Z)$ when $F(x, y)=a x^{d}+b y^{d}$ with $d \geq 3$ and $a$ and $b$ non-zero integers.

For each binary form $F$ with integer coefficients, non-zero discriminant and degree $d$ with $d \geq 3$ we define $\beta_{F}$ in the following way. If $F$ has a linear factor in $\mathbb{R}[x, y]$ we put

$$
\beta_{F}= \begin{cases}\frac{12}{19} & \text { if } d=3 \text { and } F \text { is irreducible over } \mathbb{Q}  \tag{1.10}\\ \frac{4}{7} & \text { if } d=3 \text { and } F \text { has exactly one linear factor over } \mathbb{Q} \\ \frac{5}{9} & \text { if } d=3 \text { and } F \text { has three linear factors over } \mathbb{Q} \\ \frac{3}{(d-2) \sqrt{d}+3} & \text { if } 4 \leq d \leq 8 \\ \frac{1}{d-1} & \text { if } d \geq 9\end{cases}
$$

If $F$ does not have a linear factor over $\mathbb{R}$ then $d$ is even and we put

$$
\beta_{F}= \begin{cases}\frac{3}{d \sqrt{d}} & \text { if } d=4,6,8  \tag{1.11}\\ \frac{1}{d} & \text { if } d \geq 10\end{cases}
$$

We shall employ a similar strategy to the one used by Hooley [25] to prove (1.9) in order to establish the following result.

Theorem 1.1. Let $F$ be a binary form with integer coefficients, non-zero discriminant and degree $d$ with $d \geq 3$. Let $\varepsilon>0$. There exists a positive number $C_{F}$ such that

$$
\begin{equation*}
R_{F}(Z)=C_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right), \tag{1.12}
\end{equation*}
$$

where $\beta_{F}$ is given by (1.10) and (1.11).
The proof of Theorem 1.1 depends on some results of Salberger in [30] and [31, which are based on a refinement of Heath-Brown's $p$-adic determinant method in [17], an argument of Heath-Brown [17] and a classical result of Mahler [27]. When $d$ is 3 and $F$ is reducible we appeal to a result of Heath-Brown on integer points on nonsingular cubic forms [16] and to work of Hooley [24] and Xiao [38], [39]. In addition, and crucial for our proof, we shall elucidate the structure of the lattices associated with the automorphism group of $F$ and its subgroups. Theorem 1.1, together with

Theorem 1.2, contains all previous estimates for $R_{F}(Z)$.
Let $A$ be an element of $\mathrm{GL}_{2}(\mathbb{Q})$ with

$$
A=\left(\begin{array}{ll}
a_{1} & a_{2} \\
a_{3} & a_{4}
\end{array}\right)
$$

Put $F_{A}(x, y)=F\left(a_{1} x+a_{2} y, a_{3} x+a_{4} y\right)$. We say that $A$ fixes $F$ if $F_{A}=F$. The set of $A$ in $\mathrm{GL}_{2}(\mathbb{Q})$ which fix $F$ is the automorphism group of $F$ and we shall denote it by Aut $F$. Let $G_{1}$ and $G_{2}$ be subgroups of $\mathrm{GL}_{2}(\mathbb{Q})$. We say that they are equivalent under conjugation if there is an element $T$ in $\mathrm{GL}_{2}(\mathbb{Q})$ such that $G_{1}=T G_{2} T^{-1}$.

The positive number $C_{F}$ in 1.12 is a rational multiple of $A_{F}$ and the rational multiple depends on Aut $F$. There are 10 equivalence classes of finite subgroups of $\mathrm{GL}_{2}(\mathbb{Q})$ under $\mathrm{GL}_{2}(\mathbb{Q})$-conjugation to which Aut $F$ might belong and we give a representative of each equivalence class together with its generators in Table 1.

| Table 1 |  |  |  |
| :--- | :--- | :--- | :--- |
| Group | Generators | Group | Generators |
| $\mathbf{C}_{1}$ | $\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ | $\mathbf{D}_{1}$ | $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$ |
| $\mathbf{C}_{2}$ | $\left(\begin{array}{cc}-1 & 0 \\ 0 & -1\end{array}\right)$ |  |  |
| $\mathbf{C}_{3}$ | $\left(\begin{array}{cc}0 & 1 \\ -1 & -1\end{array}\right)$ |  |  |
| $\mathbf{C}_{4}$ | $\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$ |  |  |
| $\mathbf{C}_{6}$ | $\left(\begin{array}{ll}0 & -1 \\ 1 & 1\end{array}\right)$ | $\mathbf{D}_{2}$ | $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right),\left(\begin{array}{cc}-1 & 0 \\ 0 & -1\end{array}\right)$ |
| $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right),\left(\begin{array}{cc}0 & 1 \\ -1 & -1\end{array}\right)$ |  |  |  |
| $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right),\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$ |  |  |  |
| $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right),\left(\begin{array}{cc}0 & 1 \\ -1 & 1\end{array}\right)$ |  |  |  |

Since the matrix $-I=\left(\begin{array}{cc}-1 & 0 \\ 0 & -1\end{array}\right)$ is in Aut $F$ if and only if the degree of $F$ is even, we see from an examination of Table 1 that if the degree of $F$ is odd then Aut $F$ is equivalent to one of $\mathbf{C}_{1}, \mathbf{C}_{3}, \mathbf{D}_{1}$ and $\mathbf{D}_{3}$ and if the degree of $F$ is even then Aut $F$ is equivalent to one of $\mathbf{C}_{2}, \mathbf{C}_{4}, \mathbf{C}_{6}, \mathbf{D}_{2}, \mathbf{D}_{4}$ and $\mathbf{D}_{6}$.

Note that the table has fewer entries than Table 1 of [34] which gives representatives for the equivalence classes of finite subgroups of $\mathrm{GL}_{2}(\mathbb{Z})$ under $\mathrm{GL}_{2}(\mathbb{Z})$-conjugation. This is because for $i=1,2,3$ the groups $\mathbf{D}_{i}$ and $\mathbf{D}_{i}^{*}$ are equivalent under conjugation in $\mathrm{GL}_{2}(\mathbb{Q})$ but are not equivalent under conjugation in $\mathrm{GL}_{2}(\mathbb{Z})$. Further every finite subgroup of $\mathrm{GL}_{2}(\mathbb{Q})$ is conjugate to a finite subgroup of $\mathrm{GL}_{2}(\mathbb{Z})$, see [28].

Let $\Lambda$ be the sublattice of $\mathbb{Z}^{2}$ consisting of $(u, v)$ in $\mathbb{Z}^{2}$ for which $A\binom{u}{v}$ is in $\mathbb{Z}^{2}$ for all $A$ in Aut $F$, and put

$$
\begin{equation*}
m=d(\Lambda) \tag{1.13}
\end{equation*}
$$

where $d(\Lambda)$ denotes the determinant of $\Lambda$. Note that $m=1$ when Aut $F$ is equal to either $\mathbf{C}_{1}$ or $\mathbf{C}_{2}$. Observe that the conjugacy classes of $\mathbf{C}_{1}$ and $\mathbf{C}_{2}$ in $\mathrm{GL}_{2}(\mathbb{Q})$ consist only of themselves.

When Aut $F$ is conjugate to $\mathbf{D}_{3}$ it has three subgroups $G_{1}, G_{2}$ and $G_{3}$ of order 2 with generators $A_{1}, A_{2}$ and $A_{3}$ respectively, and one, $G_{4}$ say, of order 3 with generator $A_{4}$. Let $\Lambda_{i}=\Lambda\left(A_{i}\right)$ be the sublattice of $\mathbb{Z}^{2}$ consisting of $(u, v)$ in $\mathbb{Z}^{2}$ for which $A_{i}\binom{u}{v}$ is in $\mathbb{Z}^{2}$ and put

$$
\begin{equation*}
m_{i}=d\left(\Lambda_{i}\right) \tag{1.14}
\end{equation*}
$$

for $i=1,2,3,4$. We remark that $m_{4}$ is well defined since, by (3.7), $\Lambda_{4}$ does not depend on the choice of generator $A_{4}$.

When Aut $F$ is conjugate to $\mathbf{D}_{4}$ there are three subgroups $G_{1}, G_{2}$ and $G_{3}$ of order 2 of Aut $F /\{ \pm I\}$. Let $\Lambda_{i}$ be the sublattice of $\mathbb{Z}^{2}$ consisting of $(u, v)$ in $\mathbb{Z}^{2}$ for which $A\binom{u}{v}$ is in $\mathbb{Z}^{2}$ for $A$ in a generator of $G_{i}$ and put

$$
\begin{equation*}
m_{i}=d\left(\Lambda_{i}\right) \tag{1.15}
\end{equation*}
$$

for $i=1,2,3$.
Finally when Aut $F$ is conjugate to $\mathbf{D}_{6}$ there are three subgroups $G_{1}, G_{2}$ and $G_{3}$ of order 2 and one, $G_{4}$ say, of order 3 in Aut $F /\{ \pm I\}$. Let $A_{i}$ be in a generator of $G_{i}$ for $i=1,2,3,4$. Let $\Lambda_{i}=\Lambda\left(A_{i}\right)$ be the sublattice of $\mathbb{Z}^{2}$ consisting of $(u, v)$ in $\mathbb{Z}^{2}$ for which $A_{i}\binom{u}{v}$ is in $\mathbb{Z}^{2}$ and put

$$
\begin{equation*}
m_{i}=d\left(\Lambda_{i}\right) \tag{1.16}
\end{equation*}
$$

for $i=1,2,3,4$.
Theorem 1.2. The positive number $C_{F}$ in the statement of Theorem 1.1 is equal to $W_{F} A_{F}$ where $A_{F}$ is given by (1.3) and $W_{F}$ is given by the following table:

| $\operatorname{Rep}(F)$ | $W_{F}$ | $\operatorname{Rep}(F)$ | $W_{F}$ |
| :--- | :--- | :--- | :--- |
| $\mathbf{C}_{1}$ | 1 | $\mathbf{D}_{1}$ | $1-\frac{1}{2 m}$ |
| $\mathbf{C}_{2}$ | $\frac{1}{2}$ | $\mathbf{D}_{2}$ | $\frac{1}{2}\left(1-\frac{1}{2 m}\right)$ |
| $\mathbf{C}_{3}$ | $1-\frac{2}{3 m}$ | $\mathbf{D}_{3}$ | $1-\frac{1}{2 m_{1}}-\frac{1}{2 m_{2}}-\frac{1}{2 m_{3}}-\frac{2}{3 m_{4}}+\frac{4}{3 m}$ |
| $\mathbf{C}_{4}$ | $\frac{1}{2}\left(1-\frac{1}{2 m}\right)$ | $\mathbf{D}_{4}$ | $\frac{1}{2}\left(1-\frac{1}{2 m_{1}}-\frac{1}{2 m_{2}}-\frac{1}{2 m_{3}}+\frac{3}{4 m}\right)$ |
| $\mathbf{C}_{6}$ | $\frac{1}{2}\left(1-\frac{2}{3 m}\right)$ | $\mathbf{D}_{6}$ | $\frac{1}{2}\left(1-\frac{1}{2 m_{1}}-\frac{1}{2 m_{2}}-\frac{1}{2 m_{3}}-\frac{2}{3 m_{4}}+\frac{4}{3 m}\right)$ |

Here $\operatorname{Rep}(F)$ denotes a representative of the equivalence class of Aut $F$ under $\mathrm{GL}_{2}(\mathbb{Q})$ conjugation and $m, m_{1}, m_{2}, m_{3}, m_{4}$ are defined in (1.13), (1.14), 1.15), and (1.16).

We remark, see Lemma 3.2 , that if Aut $F$ is equivalent to $\mathbf{D}_{4}$ then $m=\operatorname{lcm}\left(m_{1}, m_{2}, m_{3}\right)$, the least common multiple of $m_{1}, m_{2}$ and $m_{3}$, and if Aut $F$ is equivalent to $\mathbf{D}_{3}$ or $\mathbf{D}_{6}$ then $m=\operatorname{lcm}\left(m_{1}, m_{2}, m_{3}, m_{4}\right)$.

Observe that if $F$ is a binary form with $F(1,0) \neq 0$ and $A=\left(\begin{array}{ll}a_{1} & a_{2} \\ a_{3} & a_{4}\end{array}\right)$ is in Aut $F$ then $A$ acts on the roots of $F$ by sending a root $\alpha$ to $\frac{a_{1} \alpha+a_{2}}{a_{3} \alpha+a_{4}}$. If $A$ fixes a root $\alpha$ then

$$
a_{3} \alpha^{2}+\left(a_{4}-a_{1}\right) \alpha+a_{2}=0 .
$$

If $F$ is an irreducible cubic then $\alpha$ has degree 3 and so

$$
a_{3}=a_{4}-a_{1}=a_{2}=0,
$$

hence

$$
A=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \text { or } A=\left(\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right)
$$

But since $F$ has degree 3 we see that $A=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$. Therefore the only element of Aut $F$ which fixes a root of $F$ is the identity matrix $I$.

If $A$ in Aut $F$ does not fix a root it must permute the roots cyclically and thus must have order 3. Further, since any element in Aut $F$ of order 2 would fix a root of $F$, we find that Aut $F$ is $\mathrm{GL}_{2}(\mathbb{Q})$-conjugate to $\mathbf{C}_{3}$, say Aut $F=T \mathbf{C}_{3} T^{-1}$ with $T$ in $\mathrm{GL}_{2}(\mathbb{Q})$. Forms invariant under $\mathbf{C}_{3}$ are of the form

$$
G(x, y)=a x^{3}+b x^{2} y+(b-3 a) x y^{2}-a y^{3}
$$

with $a$ and $b$ integers; see (74) of [34]. Notice that

$$
\Delta(G)=\left(b^{2}-3 a b+9 a^{2}\right)^{2}
$$

Then $F=G_{T}$ for some $G$ invariant under $\mathbf{C}_{3}$ and so

$$
\Delta(F)=(\operatorname{det} T)^{6} \Delta(G)
$$

We conclude that if $F$ is an irreducible cubic form with discriminant not a square then Aut $F$ is $\mathbf{C}_{1}$ and so $W_{F}=1$; thus Hooley's result (1.4) follows from Theorems 1.1 and 1.2 . When Aut $F$ is equivalent to $\mathbf{C}_{3}$ then $W_{F}=1-\frac{2}{3 m}$ where $m$ is the determinant of the lattice consisting of $(u, v)$ in $\mathbb{Z}^{2}$ for which $A\binom{u}{v}$ is in $\mathbb{Z}^{2}$ for all $A$ in Aut $F$. By Lemma 3.2 it suffices to consider the lattice consisting of $(u, v)$ in $\mathbb{Z}^{2}$ for which $A\binom{u}{v}$ is in $\mathbb{Z}^{2}$ for a generator $A$ of Aut $F$. Hooley has shown in [23] that the determinant of the lattice is $m$ and so (1.6) follows from Theorems 1.1 and 1.2 .

Now if $F(x, y)=a x^{4}+b x^{2} y^{2}+c y^{4}$ and the discriminant of $F$ is non-zero then Aut $F$ is generated by $\left(\begin{array}{cc}-1 & 0 \\ 0 & -1\end{array}\right)$ and $\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$ and so is equivalent to $\mathbf{D}_{2}$ unless $a / c=A^{4} / C^{4}$ with $A$ and $C$ coprime positive integers. In this case Aut $F$ is generated by $\left(\begin{array}{cc}0 & C / A \\ A / C & 0\end{array}\right)$ and $\left(\begin{array}{cc}0 & C / A \\ -A / C & 0\end{array}\right)$ and so is equivalent to $\mathbf{D}_{4}$. In the first instance $m=1$ and $W_{F}=\frac{1}{4}$ and we recover Hooley's estimate 1.7. In the second case $m_{1}=1$ and $m_{2}=m_{3}=m=A C$ and so

$$
W_{F}=\frac{1}{4}\left(1-\frac{1}{2 A C}\right)
$$

which gives (1.8).
If follows from the analysis on page 818 of [34] that when $F$ is a binary cubic form with non-zero discriminant Aut $F$ is equivalent to $\mathbf{C}_{1}, \mathbf{C}_{3}, \mathbf{D}_{1}$ or $\mathbf{D}_{3}$ whereas if $F$ is a binary quartic form with non-zero discriminant Aut $F$ is equivalent to $\mathbf{C}_{2}, \mathbf{C}_{4}, \mathbf{D}_{2}$ or $\mathbf{D}_{4}$. In [38] and [39] the second author gives a set of generators for Aut $F$ in these cases and as a consequence it is possible to determine $W_{F}$ explicitly in terms of the coefficients of $F$.

In the special case that $F$ is a binomial form, so $F(x, y)=a x^{d}+b y^{d}$, it is straightforward to determine Aut $F$; see Lemma 3.3. Then, by Theorems 1.1 and 1.2, we have the following result.

Corollary 1.3. Let $a, b$ and $d$ be non-zero integers with $d \geq 3$ and let

$$
F(x, y)=a x^{d}+b y^{d}
$$

Then (1.12) holds with $C_{F}=W_{F} A_{F}$ and with $\beta_{F}$ given by (1.11) when $d$ is even and $a b>0$ and given by (1.10) otherwise. If $a / b$ is not the $d$-th power of a rational
number then

$$
W_{F}= \begin{cases}1 & \text { if } d \text { is odd } \\ \frac{1}{4} & \text { if } d \text { is even }\end{cases}
$$

If $\frac{a}{b}=\left(\frac{A}{B}\right)^{d}$ with $A$ and $B$ coprime integers then

$$
W_{F}= \begin{cases}1-\frac{1}{2|A B|} & \text { if } d \text { is odd } \\ \frac{1}{4}\left(1-\frac{1}{2|A B|}\right) & \text { if } d \text { is even. }\end{cases}
$$

Further if d is odd then

$$
A_{F}=\frac{1}{d|a b|^{1 / d}}\left(\frac{2 \Gamma(1-2 / d) \Gamma(1 / d)}{\Gamma(1-1 / d)}+\frac{\Gamma^{2}(1 / d)}{\Gamma(2 / d)}\right)
$$

while if $d$ is even

$$
A_{F}=\frac{2}{d|a b|^{1 / d}} \frac{\Gamma^{2}(1 / d)}{\Gamma(2 / d)} \quad \text { if } a b>0
$$

and

$$
A_{F}=\frac{4}{d|a b|^{1 / d}} \frac{\Gamma(1 / d) \Gamma(1-2 / d)}{\Gamma(1-1 / d)} \quad \text { if } a b<0 .
$$

Finally we mention that there are other families of forms where one may readily determine $W_{F}$. For instance let $a, b$ and $k$ be integers with $a \neq 0,2 a \neq \pm b$ and $k \geq 2$ and put

$$
\begin{equation*}
F(x, y)=a x^{2 k}+b x^{k} y^{k}+a y^{2 k} \tag{1.17}
\end{equation*}
$$

The discriminant of $F$ is non-zero since $a \neq 0$ and $2 a \neq \pm b$. Further, $\mathbf{D}_{4}$ is plainly contained in Aut $F$ and there is no larger group which is an automorphism group of a binary form which contains $\mathbf{D}_{4}$. Therefore $\mathbf{D}_{4}$ is Aut $F$. It now follows from Theorem 1.2 that $W_{F}=1 / 8$ since $m_{1}=m_{2}=m_{3}=m=1$.

## 2. Preliminary lemmas

We shall require a result of Mahler [27] from 1933. For a positive number $Z$ we put

$$
\mathcal{N}_{F}(Z)=\left\{(x, y) \in \mathbb{Z}^{2}: 0<|F(x, y)| \leq Z\right\}
$$

and

$$
N_{F}(Z)=\left|\mathcal{N}_{F}(Z)\right|
$$

Lemma 2.1. Let $F$ be a binary form with integer coefficients, non-zero discriminant and degree $d \geq 3$. Then, with $A_{F}$ defined by (1.3), we have

$$
\begin{equation*}
N_{F}(Z)=A_{F} Z^{\frac{2}{d}}+O_{F}\left(Z^{\theta}\right) \tag{2.1}
\end{equation*}
$$

where $\theta=1 / d$ if $F$ does not have a linear factor in $\mathbb{R}[x, y]$ and $\theta=1 /(d-1)$ otherwise.

Proof. Mahler proved (2.1) with $\theta=1 /(d-1)$ under the assumption that $F$ is irreducible. A special case of Theorem 3 in [35], due to Thunder, covers the more general situation where we suppose that $F$ has non-zero discriminant.

If $F$ has no linear factor in $\mathbb{R}[x, y]$ then the region $\left\{(x, y) \in \mathbb{R}^{2}:|F(x, y)| \leq Z\right\}$ is closed and bounded with boundary length $L$ say. Further if $x$ and $y$ are integers with $F(x, y)=0$ then $(x, y)=(0,0)$. Thus

$$
\begin{equation*}
\left|N_{F}(Z)-A_{F} Z^{\frac{2}{d}}\right|<1+4(L+1), \tag{2.2}
\end{equation*}
$$

see for example [9], [27], and since $L=O_{F}\left(Z^{1 / d}\right)$ the result follows.
Lemma 2.2. Let $F$ be a binary form with integer coefficients, non-zero discriminant and degree $d \geq 3$. Let $Z$ be a positive real number and let $\gamma$ be a real number larger than $1 / d$. The number of pairs of integers $(x, y)$ with

$$
\begin{equation*}
0<|F(x, y)| \leq Z \tag{2.3}
\end{equation*}
$$

for which

$$
\max \{|x|,|y|\}>Z^{\gamma}
$$

is

$$
O_{F}\left(Z^{\frac{1}{d}} \log Z+Z^{1-(d-2) \gamma}\right)
$$

Proof. We shall follow Heath-Brown's proof of Theorem 8 in [17]. Accordingly put

$$
S(Z ; C)=\left|\left\{(x, y) \in \mathbb{Z}^{2}: 0<|F(x, y)| \leq Z, C<\max \{|x|,|y|\} \leq 2 C, \operatorname{gcd}(x, y)=1\right\}\right|
$$

and suppose that $C \geq Z^{\gamma}$. Heath-Brown observes that by Roth's theorem $S(Z ; C)=$ 0 unless $C \ll Z^{2}$. Further,

$$
\begin{equation*}
S(Z ; C) \ll 1+\frac{Z}{C^{d-2}} \tag{2.4}
\end{equation*}
$$

Put

$$
S^{(1)}(Z ; C)=\left|\left\{(x, y) \in \mathbb{Z}^{2}: 0<|F(x, y)| \leq Z, C<\max \{|x|,|y|\}, \operatorname{gcd}(x, y)=1\right\}\right|
$$

Therefore, on replacing $C$ by $2^{j} C$ in (2.4) for $j=1,2, \ldots$ and summing we find that

$$
S^{(1)}(Z ; C) \ll \log Z+\frac{Z}{C^{d-2}}
$$

Next put

$$
S^{(2)}(Z ; C)=\mid\left\{(x, y) \in \mathbb{Z}^{2}: 0<|F(x, y)| \leq Z, C<\max \{|x|,|y|\} \mid .\right.
$$

Then

$$
\begin{aligned}
S^{(2)}(Z ; C) & \ll \sum_{h \leq Z^{1 / d}} S^{(1)}\left(\frac{Z}{h^{d}}, \frac{C}{h}\right) \\
& \ll \sum_{h \leq Z^{1 / d}}\left(\log Z+\frac{Z}{h^{2} C^{d-2}}\right) \\
& \ll Z^{\frac{1}{d}} \log Z+\frac{Z}{C^{d-2}}
\end{aligned}
$$

and our result follows on taking $C=Z^{\gamma}$.

We note that instead of appealing to Roth's theorem it is possible to treat the large solutions of (2.3) by means of the Thue-Siegel principle; see [3] and [34]. As a consequence all constants in the proof are then effective.

We say that an integer $h$ is essentially represented by $F$ if $h$ is represented by $F$ and whenever $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$ are in $\mathbb{Z}^{2}$ and

$$
F\left(x_{1}, y_{1}\right)=F\left(x_{2}, y_{2}\right)=h
$$

then there exists $A$ in Aut $F$ such that

$$
A\binom{x_{1}}{y_{1}}=\binom{x_{2}}{y_{2}}
$$

Observe that if there is only one integer pair $\left(x_{1}, y_{1}\right)$ for which $F\left(x_{1}, y_{1}\right)=h$ then $h$ is essentially represented since $I$ is in Aut $F$.

Put
$\mathcal{N}_{F}^{(1)}(Z)=\left\{(x, y) \in \mathbb{Z}^{2}: 0<|F(x, y)| \leq Z\right.$ and $F(x, y)$ is essentially represented by $\left.F\right\}$ and
$\mathcal{N}_{F}^{(2)}(Z)=\left\{(x, y) \in \mathbb{Z}^{2}: 0<|F(x, y)| \leq Z\right.$ and $F(x, y)$ is not essentially represented by $\left.F\right\}$. Let $N_{F}^{(i)}(Z)=\left|\mathcal{N}_{F}^{(i)}(Z)\right|$ for $i=1,2$.

Let $X$ be a smooth surface in $\mathbb{P}^{3}$ of degree $d$ defined over $\mathbb{Q}$, and for a positive number $B$ let $N_{1}(X ; B)$ denote the number of integer points on $X$ with height at most $B$ which do not lie on any lines contained in $X$. Colliot-Thélène proved in the appendix of [17] that if $X$ is a smooth projective surface of degree $d \geq 3$ then there are at most $O_{d}(1)$ curves of degree at most $d-2$ contained in $X$. This, combined with Salberger's work in [31], implies that for any $\varepsilon>0$, we have

$$
\begin{equation*}
N_{1}(X ; B)=O_{\varepsilon}\left(B^{\frac{12}{7}+\varepsilon}\right) \text { if } d=3 \tag{2.5}
\end{equation*}
$$

Heath-Brown [16] obtained a better estimate for $N_{1}(X ; B)$ when $d=3$ and the surface $X$ contains three lines which are rational and co-planar. In particular, he proved that in this case we have

$$
\begin{equation*}
N_{1}(X ; B)=O_{X, \varepsilon}\left(B^{\frac{4}{3}+\varepsilon}\right) \tag{2.6}
\end{equation*}
$$

Further, by the main theorem of the global determinant method for projective surfaces of Salberger [30], which has been generalized to the case of weighted projective space in Theorem 3.1 of [37, and controlling the contribution from conics contained in a projective surface $X$, as was done by Salberger in [29], we obtain

$$
\begin{equation*}
N_{1}(X ; B)=O_{d, \varepsilon}\left(B^{\frac{3}{\sqrt{d}}+\varepsilon}+B^{1+\varepsilon}\right) \text { if } d \geq 4 \tag{2.7}
\end{equation*}
$$

To make use of (2.6), we shall require the following lemma, which is a consequence of a result in [38], [39] characterizing lines on surfaces $X$ of the shape

$$
X: F\left(x_{1}, x_{2}\right)-F\left(x_{3}, x_{4}\right)=0
$$

when $F$ is a binary form of degree either 3 or 4 . In particular the degree three case allows us to deduce the following:

Lemma 2.3. Let $F$ be a binary cubic form with integer coefficients and non-zero discriminant. Let $X$ be the surface in $\mathbb{P}^{3}$ given by the equation

$$
F\left(x_{1}, x_{2}\right)-F\left(x_{3}, x_{4}\right)=0
$$

Then $X$ contains three rational, co-planar lines if $F$ is reducible over $\mathbb{Q}$.
Proof. We first show that $X$ contains three rational, co-planar lines if $F$ has a rational automorphism of order 2. Since all elements of order 2 in $\mathrm{GL}_{2}(\mathbb{Q})$ are $\mathrm{GL}_{2}(\mathbb{Q})$ conjugate to $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$ and the property of $X$ having three rational, co-planar lines is preserved under $\mathrm{GL}_{2}(\mathbb{Q})$-transformations of $F$, we may assume that $T=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$ is in Aut $F$. In particular, we assume that $F$ is symmetric; an elementary calculation shows that $F$ is divisible by the linear form $x+y$. By Lemma 5.2 in [38] we see that $X(\mathbb{R})$ contains the lines

$$
\{[s, t, s, t]: s, t \in \mathbb{R}\},\{[s, t, t, s]: s, t, \in \mathbb{R}\},\{[s,-s, t,-t]: s, t \in \mathbb{R}\}
$$

in $\mathbb{P}^{3}(\mathbb{R})$. These lines all lie in the plane given by the equation

$$
x_{1}+x_{2}-x_{3}-x_{4}=0 .
$$

Each of these three lines is rational, hence $X$ contains three rational, co-planar lines. Now by Theorem 3.1 of [38] $F$ is reducible over $\mathbb{Q}$ if and only if Aut $F$ contains an element of order 2, which completes the proof.

Lemma 2.4. Let $F$ be a binary form with integer coefficients, non-zero discriminant and degree $d \geq 3$. Then, for each $\varepsilon>0$,

$$
\begin{equation*}
N_{F}^{(2)}(Z)=O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right), \tag{2.8}
\end{equation*}
$$

where $\beta_{F}$ is given by (1.10) and (1.11).
Proof. By the work of Hooley [24], (2.8) holds with $\beta_{F}$ given by $5 / 9$ when the degree of $F$ is 3 and $F$ splits into linear factors over $\mathbb{Q}$ and so we shall assume in the balance of the proof that this is not the case. Let $\varepsilon>0$. If $F$ has a linear factor over $\mathbb{R}$ put

$$
\eta= \begin{cases}\frac{7}{19} & \text { if } d=3 \text { and } F \text { is irreducible over } \mathbb{Q}, \\ \frac{3}{7} & \text { if } d=3 \text { and } F \text { is reducible over } \mathbb{Q} \\ \frac{\sqrt{d}}{d \sqrt{d}-2 \sqrt{d}+3} & \text { if } 4 \leq d \leq 8 \\ \frac{1}{d-1} & \text { if } d \geq 9\end{cases}
$$

If $F$ does not have a linear factor over $\mathbb{R}$ put

$$
\eta=\frac{1}{d}+\varepsilon .
$$

We shall give an upper bound for $N_{F}^{(2)}(Z)$ by following the approach of HeathBrown in his proof of Theorem 8 of [17]. We first split $\mathcal{N}_{F}^{(2)}(Z)$ into two sets:
(1) Those points $(x, y) \in \mathcal{N}_{F}^{(2)}(Z)$ which satisfy $\max \{|x|,|y|\} \leq Z^{\eta}$, and
(2) Those points $(x, y) \in \mathcal{N}_{F}^{(2)}(Z)$ which satisfy $\max \{|x|,|y|\}>Z^{\eta}$. We will use (2.5), (2.6), and (2.7) to treat the points in category (1). Let us put

$$
\mathcal{G}(\mathbf{x})=F\left(x_{1}, x_{2}\right)-F\left(x_{3}, x_{4}\right)
$$

We shall denote by $X$ the surface defined by $\mathcal{G}(\mathbf{x})=0$. Notice that $X$ is smooth since $\Delta(F) \neq 0$.

Let $N_{2}(X ; B)$ be the number of integer points $\left(r_{1}, r_{2}, r_{3}, r_{4}\right)$ in $\mathbb{R}^{4}$ with $\max _{1 \leq i \leq 4}\left|r_{i}\right| \leq B$ for which $\left(r_{1}, r_{2}, r_{3}, r_{4}\right)$, viewed as a point in $\mathbb{P}^{3}$, is on $X$ but does not lie on a line in $X$; here we do not require $\operatorname{gcd}\left(r_{1}, r_{2}, r_{3}, r_{4}\right)=1$. Then

$$
N_{2}(X ; B) \leq \sum_{t=1}^{B} N_{1}\left(X ; \frac{B}{t}\right)
$$

and so, by (2.5), 2.6, 2.7), and Lemma 2.3,

$$
\begin{array}{ll}
N_{2}(X ; B)=O_{\varepsilon}\left(B^{\frac{12}{7}+\varepsilon}\right) & \text { if } d=3 \text { and } F \text { is irreducible, } \\
N_{2}(X ; B)=O_{F, \varepsilon}\left(B^{\frac{4}{3}+\varepsilon}\right) & \text { if } d=3 \text { and } F \text { is reducible }
\end{array}
$$

and

$$
N_{2}(X ; B)=O_{d, \varepsilon}\left(B^{\frac{3}{\sqrt{d}}+\varepsilon}+B^{1+\varepsilon}\right) \quad \text { if } d \geq 4
$$

Therefore

$$
\begin{equation*}
N_{2}\left(X ; Z^{\eta}\right)=O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right) \tag{2.9}
\end{equation*}
$$

It remains to deal with integer points on $X$ which lie on some line contained in $X$. Lines in $\mathbb{P}^{3}$ may be classified into two types. They are given by the pairs

$$
u_{1} x_{1}+u_{2} x_{2}+u_{3} x_{3}+u_{4} x_{4}=0, v_{3} x_{3}+v_{4} x_{4}=0
$$

and by

$$
x_{1}=u_{1} x_{3}+u_{2} x_{4}, x_{2}=u_{3} x_{3}+u_{4} x_{4} .
$$

Suppose the first type of line is on $X$. Then one of $v_{3}, v_{4}$ is non-zero, and we may assume without loss of generality that $v_{3} \neq 0$. We thus have

$$
x_{3}=\frac{-v_{4}}{v_{3}} x_{4} .
$$

Substituting this back into the first equation yields

$$
u_{1} x_{1}+u_{2} x_{2}=-u_{3} \frac{-v_{4}}{v_{3}} x_{4}-u_{4} x_{4}=\frac{u_{3} v_{4}-v_{3} u_{4}}{v_{3}} x_{4} .
$$

Substituting this back into $F\left(x_{1}, x_{2}\right)=F\left(x_{3}, x_{4}\right)$ and assuming that $u_{3} v_{4}-v_{3} u_{4} \neq 0$, we see that

$$
\begin{aligned}
F\left(x_{1}, x_{2}\right) & =F\left(\frac{-v_{4}}{v_{3}} x_{4}, x_{4}\right)=x_{4}^{d} F\left(-v_{4} / v_{3}, 1\right) \\
& =F\left(\frac{-v_{4}}{v_{3}}, 1\right)\left(\frac{v_{3} u_{1}}{u_{3} v_{4}-v_{3} u_{4}} x_{1}+\frac{u_{2} v_{3}}{u_{3} v_{4}-u_{4} v_{3}} x_{2}\right)^{d}
\end{aligned}
$$

If $F\left(-v_{4} / v_{3}, 1\right) \neq 0$, then we see that $F$ is a perfect $d$-th power, which is not possible since $\Delta(F) \neq 0$. Therefore we must have $F\left(x_{1}, x_{2}\right)=0$ which is a contradiction. Now suppose that $u_{3} v_{4}=v_{3} u_{4}$. We see that $u_{1}, u_{2}$ cannot both be zero. Assume without loss of generality that $u_{1} \neq 0$. Then

$$
F\left(x_{1}, x_{2}\right)=x_{2}^{d} F\left(-u_{2} / u_{1}, 1\right),
$$

which is not possible since $\Delta(F) \neq 0$. Therefore we must have $F\left(-u_{2} / u_{1}, 1\right)=0$, so once again $F\left(x_{1}, x_{2}\right)=0$.

Now suppose that $X$ contains a line of the second type. Suppose that $u_{1} u_{4}=u_{2} u_{3}$. Since at least one of $u_{1}, u_{2}$ and one of $u_{3}, u_{4}$ is non-zero, we may assume that $u_{1}$ and $u_{3}$ are non-zero. Then we have

$$
u_{3} x_{1}=u_{1} u_{3} x_{3}+u_{2} u_{3} x_{4}=u_{1}\left(u_{3} x_{3}+u_{4} x_{4}\right)
$$

hence

$$
\left(u_{3} / u_{1}\right) x_{1}=u_{3} x_{3}+u_{4} x_{4}=x_{2} .
$$

Thus $F\left(x_{1}, x_{2}\right)=F\left(x_{3}, x_{4}\right)$ implies that

$$
F\left(x_{3}, x_{4}\right)=x_{1}^{d} F\left(1, u_{3} / u_{1}\right)=\left(u_{3} x_{3}+u_{4} x_{4}\right)^{d}\left(u_{1} / u_{3}\right)^{d} F\left(1, u_{3} / u_{1}\right) .
$$

As before we must have $F\left(x_{3}, x_{4}\right)=0$.
The last case is a line of the second type and for which $u_{1} u_{4} \neq u_{2} u_{3}$. Such a line yields the equation

$$
F\left(x_{3}, x_{4}\right)=F\left(u_{1} x_{3}+u_{2} x_{4}, u_{3} x_{3}+u_{4} x_{4}\right) .
$$

If $\left(r_{1}, r_{2}, r_{3}, r_{4}\right)$ is an integer point on $X$ on such a line and there is no element $A$ of Aut $F$ which maps $\left(r_{1}, r_{2}\right)$ to $\left(r_{3}, r_{4}\right)$ then it follows that at least one of $u_{1}, u_{2}, u_{3}$ and $u_{4}$ is not rational. Therefore, $\left(r_{1}, r_{2}, r_{3}, r_{4}\right)$ must lie on a line which is not defined over $\mathbb{Q}$ and hence has at most one primitive integer point on it. Thus there are at most $O\left(Z^{\eta}\right)$ integer points whose coordinates have absolute value at most $Z^{\eta}$ which lie on it. Since $X$ is smooth it follows from a classical result of Salmon and Clebsch, see p. 559 of [32] or [4], that there are at most $O_{d}(1)$ lines on $X$ and so at most $O_{d}\left(Z^{\eta}\right)$ integer points whose coordinates have absolute value at most $Z^{\eta}$ on lines on $X$ which are not defined over $\mathbb{Q}$. This, together with $(2.9)$, shows that the number of points in category (1) is at most

$$
O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right) .
$$

When $F$ has a linear factor over $\mathbb{R}$ we apply Lemma 2.2 with $\gamma=\eta$ to conclude that the number of points in category (2) is at most $O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right)$. Otherwise we may write

$$
F(x, y)=\prod_{j=1}^{d} L_{j}(x, y)
$$

with say $L_{j}(x, y)=\lambda_{j} x+\theta_{j} y$ where $\lambda_{j}$ and $\theta_{j}$ are non-zero complex numbers whose ratio is not a real number. But then

$$
\left|L_{j}(x, y)\right| \gg_{\lambda_{j}, \theta_{j}} \max (|x|,|y|)
$$

and so

$$
|F(x, y)| \gg_{F} \max (|x|,|y|)^{d}
$$

Therefore in this case the number of points in category (2) is at most $O_{F, \varepsilon}(1)$ and the result now follows.

In [17] Heath-Brown proved that for each $\varepsilon>0$ the number of integers $h$ of absolute value at most $Z$ which are represented by $F$ but not essentially represented by $F$ is

$$
\begin{equation*}
O_{F, \varepsilon}\left(Z^{\frac{12 d+16}{9 d^{2}-6 d+16}+\varepsilon}\right) \tag{2.10}
\end{equation*}
$$

whenever $F$ is a binary form with integer coefficients and non-zero discriminant. This follows from the remark on page 559 of [17] on noting that the numerator of the exponent should be $12 d+16$ instead of $12 d$. Observe that the exponent is less than $2 / d$ for $\varepsilon$ sufficiently small. It follows from (2.10) that Lemma 2.4 holds with $\beta_{F}$ replaced by the larger quantity given by the exponent of $Z$ in (2.10). To see this we denote, for any positive integer $h$, the number of prime factors of $h$ by $\omega(h)$ and the number of positive integers which divide $h$ by $\tau(h)$. By Bombieri and Schmidt [3] when $F$ is irreducible and by Stewart [34] when $F$ has non-zero discriminant, if $h$ is a non-zero integer the Thue equation

$$
\begin{equation*}
F(x, y)=h \tag{2.11}
\end{equation*}
$$

has at most $2800 d^{1+\omega(h)}$ solutions in coprime integers $x$ and $y$. Therefore the number of solutions of 2.11 in integers $x$ and $y$ is at most

$$
\begin{equation*}
2800 \tau(h) d^{1+\omega(h)} \tag{2.12}
\end{equation*}
$$

Our claim now follows from (2.10), 2.12) and Theorem 317 of [15.
Lemma 2.5. Let $F$ be a binary form with integer coefficients, non-zero discriminant and degree $d \geq 3$. Then with $A_{F}$ defined as in (1.3),

$$
N_{F}^{(1)}(Z)=A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right)
$$

where $\beta_{F}$ is given by (1.10) and (1.11.
Proof. This is an immediate consequence of Lemmas 2.1 and 2.4 since $\theta$ is less than or equal to $\beta_{F}$.

## 3. The automorphism group of $F$ and associated lattices

For any element $A$ in $\mathrm{GL}_{2}(\mathbb{Q})$ we denote by $\Lambda(A)$ the lattice of $(u, v)$ in $\mathbb{Z}^{2}$ for which $A\binom{u}{v}$ is in $\mathbb{Z}^{2}$.
Lemma 3.1. Let $F$ be a binary form with integer coefficients and non-zero discriminant. Let $A$ be in Aut $F$. Then there exists a unique positive integer a and coprime integers $a_{1}, a_{2}, a_{3}, a_{4}$ such that

$$
A=\frac{1}{a}\left(\begin{array}{ll}
a_{1} & a_{2}  \tag{3.1}\\
a_{3} & a_{4}
\end{array}\right),
$$

and

$$
\begin{equation*}
a=d(\Lambda(A)) . \tag{3.2}
\end{equation*}
$$

Proof. Let $A=\left(\begin{array}{ll}\alpha_{1} & \alpha_{2} \\ \alpha_{3} & \alpha_{4}\end{array}\right)$ and write

$$
\alpha_{i}=\frac{a_{i}}{a}
$$

for $i=1,2,3,4$ where $a$ is the least common denominator of the $\alpha_{i}$ 's. Note that $a_{1}, a_{2}, a_{3}, a_{4}$ are coprime since $A$ is in Aut $F$ and so $|\operatorname{det}(A)|=1$. This yields the form given in (3.1). Then $\Lambda(A)$ is the set of $(u, v)$ in $\mathbb{Z}^{2}$ for which

$$
a_{1} u+a_{2} v \equiv 0 \quad(\bmod a)
$$

and

$$
a_{3} u+a_{4} v \equiv 0 \quad(\bmod a)
$$

For each prime $p$ let $k$ be the largest power of $p$ which divides $a$. We define the lattice $\Lambda^{(p)}(A)$ to be the set of $(u, v)$ in $\mathbb{Z}^{2}$ for which

$$
\begin{equation*}
a_{1} u+a_{2} v \equiv 0 \quad\left(\bmod p^{k}\right) \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{3} u+a_{4} v \equiv 0 \quad\left(\bmod p^{k}\right) . \tag{3.4}
\end{equation*}
$$

Then

$$
\begin{equation*}
\Lambda(A)=\bigcap_{p} \Lambda^{(p)}(A) \tag{3.5}
\end{equation*}
$$

where the intersection is taken over all primes $p$.
Since $a_{1}, a_{2}, a_{3}$ and $a_{4}$ are coprime at least one of them is not divisible by $p$. Suppose, without loss of generality, that $p$ does not divide $a_{1}$. Suppose also that $k$ is positive. Then $a_{1}^{-1}$ exists modulo $p^{k}$. Thus if (3.3) holds then

$$
u \equiv-a_{1}^{-1} a_{2} v \quad\left(\bmod p^{k}\right)
$$

and (3.4) becomes

$$
\begin{equation*}
\left(a_{1} a_{4}-a_{2} a_{3}\right) v \equiv 0 \quad\left(\bmod p^{k}\right) \tag{3.6}
\end{equation*}
$$

But $A$ is in Aut $F$ and so $|\operatorname{det}(A)|=1$. Thus

$$
\left|a_{1} a_{4}-a_{2} a_{3}\right|=a^{2}
$$

and (3.6) holds regardless of the value of $v$. Therefore the elements of the lattice $\Lambda^{(p)}(A)$ are determined by the congruence relation (3.3). This is also true if $k$ is 0 . It follows that

$$
d\left(\Lambda^{(p)}(A)\right)=p^{k}
$$

and by (3.5) and the Chinese Remainder Theorem we obtain (3.2).
Lemma 3.2. Let $F$ be a binary form with integer coefficients, non-zero discriminant and degree $d \geq 3$. If $A$ is an element of order 3 in Aut $F$ then

$$
\begin{equation*}
\Lambda(A)=\Lambda\left(A^{2}\right) \tag{3.7}
\end{equation*}
$$

If Aut $F$ is equivalent to $\mathbf{D}_{3}, \mathbf{D}_{4}$ or $\mathbf{D}_{6}$ then

$$
\begin{equation*}
\Lambda_{i} \cap \Lambda_{j}=\Lambda \text { for } i \neq j \tag{3.8}
\end{equation*}
$$

Further $m=\operatorname{lcm}\left(m_{1}, m_{2}, m_{3}\right)$ when Aut $F$ is equivalent to $\mathbf{D}_{4}$ and $m=\operatorname{lcm}\left(m_{1}, m_{2}, m_{3}, m_{4}\right)$ when Aut $F$ is equivalent to $\mathbf{D}_{3}$ or $\mathbf{D}_{6}$.
Proof. Let us first prove (3.7). Then either $A$ or $A^{2}$ is conjugate in $\mathrm{GL}_{2}(\mathbb{Q})$ to $\left(\begin{array}{cc}0 & 1 \\ -1 & -1\end{array}\right)$ and we may assume we are in the former case. Let $T$ be an element of $\mathrm{GL}_{2}(\mathbb{Q})$ with

$$
T=\left(\begin{array}{ll}
t_{1} & t_{2}  \tag{3.9}\\
t_{3} & t_{4}
\end{array}\right)
$$

where $t_{1}, t_{2}, t_{3}$ and $t_{4}$ are coprime integers for which

$$
A=T^{-1}\left(\begin{array}{cc}
0 & 1  \tag{3.10}\\
-1 & -1
\end{array}\right) T
$$

Put $t=t_{1} t_{4}-t_{2} t_{3}$. Then

$$
A=\frac{1}{t}\left(\begin{array}{cc}
t_{1} t_{2}+t_{2} t_{3}+t_{3} t_{4} & t_{2}^{2}+t_{4}^{2}+t_{2} t_{4} \\
-t_{1} t_{3}-t_{3}^{2}-t_{1}^{2} & -t_{1} t_{4}-t_{3} t_{4}-t_{1} t_{2}
\end{array}\right)
$$

and

$$
A^{2}=\frac{1}{t}\left(\begin{array}{cc}
-t_{1} t_{2}-t_{3} t_{4}-t_{1} t_{4} & -t_{2}^{2}-t_{4}^{2}-t_{2} t_{4} \\
t_{1}^{2}+t_{3}^{2}+t_{1} t_{3} & t_{1} t_{2}+t_{3} t_{4}+t_{2} t_{3}
\end{array}\right)
$$

hence $\Lambda(A)$ is the set of $(u, v) \in \mathbb{Z}^{2}$ for which

$$
\begin{equation*}
\left(t_{1} t_{2}+t_{2} t_{3}+t_{3} t_{4}\right) u+\left(t_{2}^{2}+t_{4}^{2}+t_{2} t_{4}\right) v \equiv 0 \quad(\bmod t) \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(t_{1} t_{3}+t_{3}^{2}+t_{1}^{2}\right) u+\left(t_{1} t_{4}+t_{3} t_{4}+t_{1} t_{2}\right) v \equiv 0 \quad(\bmod t) \tag{3.12}
\end{equation*}
$$

Similarly, $\Lambda\left(A^{2}\right)$ is the set of $(u, v) \in \mathbb{Z}^{2}$ for which

$$
\begin{equation*}
\left(t_{1} t_{2}+t_{1} t_{4}+t_{3} t_{4}\right) u+\left(t_{2}^{2}+t_{4}^{2}+t_{2} t_{4}\right) v \equiv 0 \quad(\bmod t) \tag{3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(t_{1}^{2}+t_{3}^{2}+t_{1} t_{3}\right) u+\left(t_{2} t_{3}+t_{3} t_{4}+t_{1} t_{2}\right) v \equiv 0 \quad(\bmod t) \tag{3.14}
\end{equation*}
$$

On noting that $t_{1} t_{4} \equiv t_{2} t_{3}(\bmod t)$ we see that the conditions (3.11) and (3.12) are the same as (3.13) and (3.14), hence

$$
\Lambda(A)=\Lambda\left(A^{2}\right)
$$

Suppose that Aut $F$ is equivalent to $\mathbf{D}_{4}$ under conjugation in $\mathrm{GL}_{2}(\mathbb{Q})$. Then there exists an element $T$ in $\mathrm{GL}_{2}(\mathbb{Q})$ given by (3.9) with $t_{1}, t_{2}, t_{3}$ and $t_{4}$ coprime integers for which Aut $F=T^{-1} \mathbf{D}_{4} T$. Put $t=t_{1} t_{4}-t_{2} t_{3}$ and note that $t \neq 0$. The lattices $\Lambda_{1}, \Lambda_{2}$ and $\Lambda_{3}$ may be taken to be the lattices of $(u, v)$ in $\mathbb{Z}^{2}$ for which

$$
T^{-1} A_{i} T\binom{u}{v} \in \mathbb{Z}^{2}
$$

where

$$
A_{1}=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right), A_{2}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), A_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) .
$$

Thus $\Lambda_{1}$ consists of integer pairs $(u, v)$ for which

$$
\begin{equation*}
\left(t_{1} t_{2}+t_{3} t_{4}\right) u+\left(t_{2}^{2}+t_{4}^{2}\right) v \equiv 0 \quad(\bmod t) \tag{3.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(t_{1}^{2}+t_{3}^{2}\right) u+\left(t_{1} t_{2}+t_{3} t_{4}\right) v \equiv 0 \quad(\bmod t) \tag{3.16}
\end{equation*}
$$

$\Lambda_{2}$ consists of integer pairs $(u, v)$ for which

$$
\begin{equation*}
\left(t_{1} t_{2}-t_{3} t_{4}\right) u+\left(t_{2}^{2}-t_{4}^{2}\right) v \equiv 0 \quad(\bmod t) \tag{3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(t_{1}^{2}-t_{3}^{2}\right) u+\left(t_{1} t_{2}-t_{3} t_{4}\right) v \equiv 0 \quad(\bmod t) \tag{3.18}
\end{equation*}
$$

and $\Lambda_{3}$ consists of integer pairs $(u, v)$ for which

$$
\begin{equation*}
2 t_{2} t_{3} u+2 t_{2} t_{4} v \equiv 0 \quad(\bmod t) \tag{3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
2 t_{1} t_{3} u+2 t_{2} t_{3} v \equiv 0 \quad(\bmod t) \tag{3.20}
\end{equation*}
$$

where in (3.19) and (3.20) we have used the observation that

$$
t_{1} t_{4} \equiv t_{2} t_{3} \quad(\bmod t)
$$

For each prime $p$ we put $h=\operatorname{ord}_{p} t$. Define $\Lambda_{i}^{(p)}$ for $i=1,2,3$ to be the lattice of $(u, v)$ in $\mathbb{Z}^{2}$ for which the congruences (3.15) and (3.16), (3.17) and (3.18), and (3.19) and (3.20) respectively hold with $t$ replaced by $p^{h}$ and define $\Lambda^{(p)}$ to be the lattice for which all of the congruences hold. We shall prove that for some reordering $(i, j, k)$ of $(1,2,3)$ we have

$$
\begin{equation*}
\Lambda_{i}^{(p)} \supset \Lambda_{j}^{(p)}=\Lambda_{k}^{(p)} \tag{3.21}
\end{equation*}
$$

It then follows that

$$
\begin{equation*}
\Lambda_{r}^{(p)} \cap \Lambda_{s}^{(p)}=\Lambda_{1}^{(p)} \cap \Lambda_{2}^{(p)} \cap \Lambda_{3}^{(p)}=\Lambda^{(p)} \tag{3.22}
\end{equation*}
$$

for any pair $\{r, s\}$ from $\{1,2,3\}$. But since

$$
\begin{equation*}
\bigcap_{p}\left(\Lambda_{r}^{(p)} \cap \Lambda_{s}^{(p)}\right)=\Lambda_{r} \cap \Lambda_{s} \text { and } \bigcap_{p} \Lambda^{(p)}=\Lambda \tag{3.23}
\end{equation*}
$$

we see that (3.8) holds. Further

$$
\max \left\{d\left(\Lambda_{1}^{(p)}\right), d\left(\Lambda_{2}^{(p)}\right), d\left(\Lambda_{3}^{(p)}\right)\right\}=d\left(\Lambda^{(p)}\right)
$$

and so $d(\Lambda)$ is the least common multiple of $d\left(\Lambda_{1}\right), d\left(\Lambda_{2}\right)$ and $d\left(\Lambda_{3}\right)$.
It remains to prove (3.21). Put

$$
\begin{aligned}
g_{1} & =\operatorname{gcd}\left(t_{1} t_{2}+t_{3} t_{4}, t_{1}^{2}+t_{3}^{2}, t_{2}^{2}+t_{4}^{2}, t\right), \\
g_{2} & =\operatorname{gcd}\left(t_{1} t_{2}-t_{3} t_{4}, t_{1}^{2}-t_{3}^{2}, t_{2}^{2}-t_{4}^{2}, t\right)
\end{aligned}
$$

and

$$
g_{3}=\operatorname{gcd}\left(2 t_{2} t_{3}, 2 t_{2} t_{4}, 2 t_{1} t_{3}, t\right)
$$

We shall show that $\operatorname{gcd}\left(g_{1}, g_{2}\right)$ is 1 or 2 and that

$$
\begin{equation*}
\operatorname{gcd}\left(g_{1}, g_{2}\right)=\operatorname{gcd}\left(g_{1}, g_{3}\right)=\operatorname{gcd}\left(g_{2}, g_{3}\right) \tag{3.24}
\end{equation*}
$$

Notice that if $p$ divides $g_{1}$ then $t_{1}^{2} \equiv-t_{3}^{2}(\bmod p)$ and $t_{2}^{2} \equiv-t_{4}^{2}(\bmod p)$ while if $p$ divides $g_{2}$ then $t_{1}^{2} \equiv t_{3}^{2}(\bmod p)$ and $t_{2}^{2} \equiv t_{4}^{2}(\bmod p)$ and if $p$ divides $g_{3}$ then $p$ divides
$2 t_{2} t_{3}, 2 t_{2} t_{4}$ and $2 t_{1} t_{3}$. Thus if $p$ divides $\operatorname{gcd}\left(g_{1}, g_{2}\right)$ then $p$ divides $2 t_{1}^{2}, 2 t_{2}^{2}, 2 t_{3}^{2}$ and $2 t_{4}^{2}$; whence $p=2$ since $\operatorname{gcd}\left(t_{1}, t_{2}, t_{3}, t_{4}\right)=1$. Next suppose that $p$ divides $\operatorname{gcd}\left(g_{1}, g_{3}\right)$. Then $p$ divides $2 t_{2} t_{4}$ and $t_{2}^{2} \equiv-t_{4}^{2}(\bmod p)$ and $p$ divides $2 t_{1} t_{3}$ and $t_{1}^{2} \equiv-t_{3}^{2}(\bmod p)$. Since $\operatorname{gcd}\left(t_{1}, t_{2}, t_{3}, t_{4}\right)=1$ we find that $p=2$. Finally if $p$ divides $\operatorname{gcd}\left(g_{2}, g_{3}\right)$ then, as in the previous case, $p=2$. Observe that

$$
\begin{equation*}
0=\operatorname{ord}_{2} g_{1}=\operatorname{ord}_{2} g_{2} \leq \operatorname{ord}_{2} g_{3} \tag{3.25}
\end{equation*}
$$

unless $\left(t_{1}, t_{2}, t_{3}, t_{4}\right)$ is congruent to $(1,0,1,0),(0,1,0,1)$ or $(1,1,1,1)$ modulo 2 and in these cases

$$
\begin{equation*}
1=\operatorname{ord}_{2} g_{1}=\operatorname{ord}_{2} g_{3} \leq \operatorname{ord}_{2} g_{2} \tag{3.26}
\end{equation*}
$$

Thus (3.24) follows from (3.25) and (3.26).
For each prime $p$ put $h_{i}=\operatorname{ord}_{p} g_{i}$ for $i=1,2,3$. Then, by (3.24), for some rearrangement $(i, j, k)$ of $(1,2,3)$ we have

$$
h_{i} \geq h_{j}=h_{k}
$$

As in the proof of Lemma 3.1, $\Lambda_{i}^{(p)}$ is defined by a single congruence modulo $p^{h-h_{i}}$ for $i=1,2,3$. We check that $t$ divides the determinant of any matrix whose rows are taken from the rows determined by the coefficients of the congruence relations (3.15), (3.16), (3.17), (3.18), 3.19), and (3.20). Furthermore $2 t$ divides the determinant of such a matrix if $\left(t_{1}, t_{2}, t_{3}, t_{4}\right)$ is congruent to $(1,0,1,0),(0,1,0,1)$ or $(1,1,1,1)$ modulo 2. Since $h_{j}=h_{k}$ we see that the congruences modulo $p^{h-h_{j}}$ define identical lattices $\Lambda_{j}^{(p)}$ and $\Lambda_{k}^{(p)}$. Further, since $h_{i} \geq h_{j}, \Lambda_{j}^{(p)}$ is a sublattice of $\Lambda_{i}^{(p)}$ and 3.8) follows when Aut $F$ is equivalent to $\mathbf{D}_{4}$.

Suppose now that Aut $F$ is equivalent to $\mathbf{D}_{3}$ under conjugation in $\mathrm{GL}_{2}(\mathbb{Q})$. There exists an element $T$ in $\mathrm{GL}_{2}(\mathbb{Q})$, as in (3.9), with $t_{1}, t_{2}, t_{3}$ and $t_{4}$ coprime integers for which

$$
\text { Aut } F=T^{-1} \mathbf{D}_{3} T \text {. }
$$

Define $t=t_{1} t_{4}-t_{2} t_{3}$. The lattices $\Lambda_{1}, \Lambda_{2}, \Lambda_{3}$ and $\Lambda_{4}$ may be taken to be the lattices of integer pairs $(u, v)$ for which

$$
T^{-1} A_{i} T\binom{u}{v} \in \mathbb{Z}^{2}
$$

where

$$
A_{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), A_{2}=\left(\begin{array}{cc}
1 & 0 \\
-1 & -1
\end{array}\right), A_{3}=\left(\begin{array}{cc}
-1 & -1 \\
0 & 1
\end{array}\right) \text { and } A_{4}=\left(\begin{array}{cc}
0 & 1 \\
-1 & -1
\end{array}\right)
$$

Thus $\Lambda_{1}$ consists of integer pairs $(u, v)$ for which

$$
\begin{equation*}
\left(t_{1} t_{2}-t_{3} t_{4}\right) u+\left(t_{2}^{2}-t_{4}^{2}\right) v \equiv 0 \quad(\bmod t) \tag{3.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(t_{1}^{2}-t_{3}^{2}\right) u+\left(t_{1} t_{2}-t_{3} t_{4}\right) v \equiv 0 \quad(\bmod t) \tag{3.28}
\end{equation*}
$$

$\Lambda_{2}$ consists of integer pairs $(u, v)$ for which

$$
\begin{equation*}
\left(t_{1} t_{2}+t_{2} t_{3}+t_{1} t_{4}\right) u+\left(t_{2}^{2}+2 t_{2} t_{4}\right) v \equiv 0 \quad(\bmod t) \tag{3.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(t_{1}^{2}+2 t_{1} t_{3}\right) u+\left(t_{1} t_{2}+t_{2} t_{3}+t_{1} t_{4}\right) v \equiv 0 \quad(\bmod t) \tag{3.30}
\end{equation*}
$$

$\Lambda_{3}$ consists of integer pairs $(u, v)$ for which

$$
\begin{equation*}
\left(t_{1} t_{4}+t_{2} t_{3}+t_{3} t_{4}\right) u+\left(2 t_{2} t_{4}+t_{4}^{2}\right) v \equiv 0 \quad(\bmod t) \tag{3.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(2 t_{1} t_{3}+t_{3}^{2}\right) u+\left(t_{1} t_{4}+t_{2} t_{3}+t_{3} t_{4}\right) v \equiv 0 \quad(\bmod t) \tag{3.32}
\end{equation*}
$$

$\Lambda_{4}$ consists of integer pairs $(u, v)$ for which

$$
\begin{equation*}
\left(t_{1} t_{2}+t_{2} t_{3}+t_{3} t_{4}\right) u+\left(t_{2}^{2}+t_{2} t_{4}+t_{4}^{2}\right) v \equiv 0 \quad(\bmod t) \tag{3.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(t_{1}^{2}+t_{1} t_{3}+t_{3}^{2}\right) u+\left(t_{1} t_{2}+t_{1} t_{4}+t_{3} t_{4}\right) v \equiv 0 \quad(\bmod t) . \tag{3.34}
\end{equation*}
$$

For each prime $p$ we put $h=\operatorname{ord}_{p} t$. Define $\Lambda_{i}^{(p)}$ for $i=1,2,3,4$ to be the lattice of $(u, v)$ in $\mathbb{Z}^{2}$ for which the congruences (3.27) and (3.28), (3.29) and (3.30), (3.31) and (3.32), and (3.33) and (3.34) respectively hold with $t$ replaced with $p^{h}$ and define $\Lambda^{(p)}$ to be the lattice for which all the congruences hold. We shall prove that for some reordering $(i, j, k, l)$ of $(1,2,3,4)$ we have

$$
\begin{equation*}
\Lambda_{i}^{(p)} \supset \Lambda_{j}^{(p)}=\Lambda_{k}^{(p)}=\Lambda_{l}^{(p)} . \tag{3.35}
\end{equation*}
$$

It then follows that

$$
\begin{equation*}
\Lambda_{r}^{(p)} \cap \Lambda_{s}^{(p)}=\Lambda_{1}^{(p)} \cap \Lambda_{2}^{(p)} \cap \Lambda_{3}^{(p)} \cap \Lambda_{4}^{(p)}=\Lambda^{(p)} \tag{3.36}
\end{equation*}
$$

for any pair $\{r, s\}$ from $\{1,2,3,4\}$. But since

$$
\begin{equation*}
\bigcap_{p}\left(\Lambda_{r}^{(p)} \cap \Lambda_{s}^{(p)}\right)=\Lambda_{r} \cap \Lambda_{s} \text { and } \bigcap_{p} \Lambda^{(p)}=\Lambda, \tag{3.37}
\end{equation*}
$$

we conclude that (3.8) holds. Further

$$
\max \left\{d\left(\Lambda_{1}^{(p)}\right), d\left(\Lambda_{2}^{(p)}\right), d\left(\Lambda_{3}^{(p)}\right), d\left(\Lambda_{4}^{(p)}\right)\right\}=d\left(\Lambda^{(p)}\right)
$$

and so $d(\Lambda)$ is the least common multiple of $d\left(\Lambda_{1}\right), d\left(\Lambda_{2}\right), d\left(\Lambda_{3}\right)$ and $d\left(\Lambda_{4}\right)$.
It remains to prove (3.35). Put

$$
\begin{gathered}
g_{1}=\operatorname{gcd}\left(t_{1} t_{2}-t_{3} t_{4}, t_{1}^{2}-t_{3}^{2}, t_{2}^{2}-t_{4}^{2}, t\right), \\
g_{2}=\operatorname{gcd}\left(t_{1} t_{2}+t_{2} t_{3}+t_{1} t_{4}, t_{1}^{2}+2 t_{1} t_{3}, t_{2}^{2}+2 t_{2} t_{4}, t\right), \\
g_{3}=\operatorname{gcd}\left(t_{1} t_{4}+t_{2} t_{3}+t_{3} t_{4}, 2 t_{1} t_{3}+t_{3}^{2}, 2 t_{2} t_{4}+t_{4}^{2}, t\right),
\end{gathered}
$$

and

$$
g_{4}=\operatorname{gcd}\left(t_{1} t_{2}+t_{2} t_{3}+t_{3} t_{4}, t_{1}^{2}+t_{1} t_{3}+t_{3}^{2}, t_{2}^{2}+t_{2} t_{4}+t_{4}^{2}, t\right)
$$

Suppose that $p$ is a prime which divides $\operatorname{gcd}\left(g_{1}, g_{2}\right)$. If $p$ divides $t_{1}$ then since $p$ divides $t_{1}^{2}-t_{3}^{2}$ we see that $p$ divides $t_{3}$. Similarly if $p$ divides $t_{2}$ then since $p$ divides $t_{2}^{2}-t_{4}^{2}$ we see that $p$ divides $t_{4}$. Since $t_{1}, t_{2}, t_{3}$ and $t_{4}$ are coprime either $p$ does not divide $t_{1}$ or $p$ does not divide $t_{2}$. In the former case since $p$ divides $t_{1}^{2}+2 t_{1} t_{3}$ we find that $p$ divides $t_{1}+2 t_{3}$. Thus $t_{1}^{2} \equiv 4 t_{3}^{2}(\bmod p)$ and since $t_{1}^{2} \equiv t_{3}^{2}(\bmod p)$ we conclude that $p=3$. In the latter case since $p$ divides $t_{2}^{2}+2 t_{2} t_{4}$ we again find that $p=3$. In a similar fashion we prove that if $p$ is a prime which divides $\operatorname{gcd}\left(g_{i}, g_{j}\right)$ for any pair $\{i, j\}$ from
$\{1,2,3,4\}$ then $p=3$.
Denote by $E$ the set consisting of the 4 -tuples $(1,1,1,1),(-1,-1,-1,-1),(1,-1,1,-1)$, $(-1,1,-1,1),(1,0,1,0),(-1,0,-1,0),(0,1,0,1)$ and $(0,-1,0,-1)$. One may check that if $\left(t_{1}, t_{2}, t_{3}, t_{4}\right)$ is not congruent modulo 3 to an element of $E$ then for some reordering $(i, j, k, l)$ of $(1,2,3,4)$ we have

$$
\begin{equation*}
0=\operatorname{ord}_{3} g_{i}=\operatorname{ord}_{3} g_{j}=\operatorname{ord}_{3} g_{k} \leq \operatorname{ord}_{3} g_{l} . \tag{3.38}
\end{equation*}
$$

If $\left(t_{1}, t_{2}, t_{3}, t_{4}\right)$ is congruent modulo 3 to an element of $E$ then there is some reordering $(i, j, k, l)$ of $(1,2,3,4)$ such that

$$
\begin{equation*}
1=\operatorname{ord}_{3} g_{i}=\operatorname{ord}_{3} g_{j}=\operatorname{ord}_{3} g_{k} \leq \operatorname{ord}_{3} g_{l} . \tag{3.39}
\end{equation*}
$$

To see this we make use of the fact that

$$
\begin{gather*}
\operatorname{ord}_{3} g_{1} \leq \operatorname{ord}_{3}\left(t_{1}^{2}-t_{3}^{2}\right), \quad \operatorname{ord}_{3} g_{2} \leq \operatorname{ord}_{3}\left(t_{1}^{2}+2 t_{1} t_{3}\right)  \tag{3.40}\\
\operatorname{ord}_{3} g_{3} \leq \operatorname{ord}_{3}\left(2 t_{1} t_{3}+t_{3}^{2}\right) \text { and } \operatorname{ord}_{3} g_{4} \leq \operatorname{ord}_{3}\left(t_{1}^{2}+t_{1} t_{3}+t_{3}^{2}\right),
\end{gather*}
$$

to deal with the first six cases. To handle the remaining two cases, so when $\left(t_{1}, t_{2}, t_{3}, t_{4}\right)$ is congruent modulo 3 to $(0,1,0,1)$ or $(0,-1,0,-1)$, we appeal to 3.40 but with $t_{1}$ and $t_{3}$ replaced by $t_{2}$ and $t_{4}$ respectively.

It now follows from (3.38) and (3.39) that $\operatorname{gcd}\left(g_{1}, g_{2}\right)$ is 1 or 3 and

$$
\begin{equation*}
\operatorname{gcd}\left(g_{1}, g_{2}\right)=\operatorname{gcd}\left(g_{1}, g_{3}\right)=\operatorname{gcd}\left(g_{1}, g_{4}\right)=\operatorname{gcd}\left(g_{2}, g_{3}\right)=\operatorname{gcd}\left(g_{2}, g_{4}\right)=\operatorname{gcd}\left(g_{3}, g_{4}\right) \tag{3.41}
\end{equation*}
$$

For each prime $p$ put $h_{i}=\operatorname{ord}_{p} g_{i}$ for $i=1,2,3,4$. Then, by (3.41) for some reordering $(i, j, k, l)$ of $(1,2,3,4)$ we have

$$
h_{i} \geq h_{j}=h_{k}=h_{l} .
$$

As in the proof of Lemma 3.1, $\Lambda_{i}^{(p)}$ is defined by a single congruence relation modulo $p^{h-h_{i}}$ and $\Lambda_{j}^{(p)}, \Lambda_{k}^{(p)}$ and $\Lambda_{l}^{(p)}$ are defined by single congruences modulo $p^{h-h_{j}}$. We check that $t$ divides the determinant of any matrix whose rows are taken from the rows determined by the coefficients of the congruence relations (3.27), (3.28), (3.29), (3.30), (3.31), (3.32), (3.33) and (3.34) and that $3 t$ divides the determinant of such a matrix if $\left(t_{1}, t_{2}, t_{3}, t_{4}\right)$ is congruent to an element of $E$. Then since $h_{j}=h_{k}=h_{l}$ we see that the congruences modulo $p^{h-h_{j}}$ define identical lattices so

$$
\Lambda_{j}^{(p)}=\Lambda_{k}^{(p)}=\Lambda_{l}^{(p)} .
$$

Further, since $h_{i} \geq h_{j}, \Lambda_{j}^{(p)}$ is a sublattice of $\Lambda_{i}^{(p)}$ and thus 3.35 holds and (3.8) follows when Aut $F$ is equivalent to $\mathbf{D}_{3}$.

Finally we remark that (3.8) holds when Aut $F$ is equivalent to $\mathbf{D}_{6}$ by the same analysis we used when Aut $F$ is equivalent to $\mathbf{D}_{3}$.

Lemma 3.3. Let $a$ and $b$ be non-zero integers and let $d$ be an integer with $d \geq 3$. Put

$$
F(x, y)=a x^{d}+b y^{d}
$$

If $a / b$ is not the $d$-th power of a rational number then when $d$ is odd

$$
\operatorname{Aut} F=\left\{\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\right\}
$$

and when $d$ is even

$$
\text { Aut } F=\left\{\left(\begin{array}{cc}
w_{1} & 0 \\
0 & w_{2}
\end{array}\right) ; w_{i} \in\{1,-1\}, i=1,2\right\} .
$$

If $\frac{a}{b}=\frac{A^{d}}{B^{d}}$ with $A$ and $B$ coprime integers then when $d$ is odd

$$
\text { Aut } F=\left\{\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{cc}
0 & B / A \\
A / B & 0
\end{array}\right)\right\}
$$

and when $d$ is even

$$
\text { Aut } F=\left\{\left(\begin{array}{cc}
w_{1} & 0 \\
0 & w_{2}
\end{array}\right),\left(\begin{array}{cc}
0 & w_{4} B / A \\
w_{3} A / B & 0
\end{array}\right) ; w_{i} \in\{1,-1\}, i=1,2,3,4\right\} .
$$

Proof. Let

$$
U=\left(\begin{array}{ll}
u_{1} & u_{2} \\
u_{3} & u_{4}
\end{array}\right)
$$

be an element of Aut $F$. Then $u_{1}, u_{2}, u_{3}, u_{4}$ are rational numbers with

$$
\begin{equation*}
u_{1} u_{4}-u_{2} u_{3}= \pm 1 \tag{3.42}
\end{equation*}
$$

Since $F\left(u_{1} x+u_{2} y, u_{3} x+u_{4} y\right)=F(x, y)$ we see on comparing coefficients that

$$
\begin{equation*}
a u_{1}^{d}+b u_{3}^{d}=a, a u_{2}^{d}+b u_{4}^{d}=b \tag{3.43}
\end{equation*}
$$

and

$$
\begin{equation*}
a u_{1}^{j} u_{2}^{d-j}=-b u_{3}^{j} u_{4}^{d-j} \tag{3.44}
\end{equation*}
$$

for $j=1, \cdots, d-1$.
Suppose that $u_{1} u_{2} \neq 0$. Then by (3.44), we have $u_{3} u_{4} \neq 0$ as well. Therefore we may write

$$
\left(\frac{u_{3}}{u_{1}}\right)\left(\frac{u_{4}}{u_{2}}\right)^{d-1}=\left(\frac{u_{3}}{u_{1}}\right)^{2}\left(\frac{u_{4}}{u_{2}}\right)^{d-2},
$$

which implies that $u_{1} u_{4}-u_{2} u_{3}=0$, contradicting (3.42). Therefore, $u_{1} u_{2}=0$ and similarly $u_{3} u_{4}=0$. Further, by (3.42), either $u_{1} u_{4}= \pm 1$ and $u_{2}=u_{3}=0$ or $u_{2} u_{3}= \pm 1$ and $u_{1}=u_{4}=0$. In the first case, by (3.43), we have $u_{1}^{d}=1$ and $u_{4}^{d}=1$, hence if $d$ is odd we have $u_{1}=u_{4}=1$ while if $d$ is even we have $u_{1}= \pm 1$ and $u_{4}= \pm 1$. In the other case, by 3.43 , we have $u_{3}^{d}=\frac{a}{b}$ and this is only possible if there exist coprime integers $A$ and $B$ with

$$
\frac{a}{b}=\frac{A^{d}}{B^{d}} .
$$

In that case $u_{3}=A / B$ if $d$ is odd and $u_{3}= \pm A / B$ if $d$ is even. Thus, by 3.42), $u_{2}=B / A$ if $d$ is odd and $u_{2}= \pm B / A$ if $d$ is even. Our result now follows.

## 4. Proof of Theorems 1.1 and 1.2

If Aut $F$ is conjugate to $\mathbf{C}_{1}$ then every pair $(x, y) \in \mathbb{Z}^{2}$ for which $F(x, y)$ is essentially represented with $0<|F(x, y)| \leq Z$ gives rise to a distinct integer $h$ with $0<|h| \leq Z$. It follows from Lemma 2.4 and Lemma 2.5 that

$$
R_{F}(Z)=A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right),
$$

and we see that $W_{F}$ in this case is 1 . In a similar way we see that if $\operatorname{Aut} F$ is conjugate to $\mathbf{C}_{2}$ then

$$
R_{F}(Z)=\frac{A_{F}}{2} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right)
$$

Next let us consider when Aut $F$ is conjugate to $\mathbf{C}_{3}$. Then for $A$ in Aut $F$ with $A \neq I$ we have, by Lemma 3.2, $\Lambda(A)=\Lambda\left(A^{2}\right)=\Lambda$. Thus whenever $F(x, y)=h$ with $(x, y)$ in $\mathcal{N}_{F}^{(1)}(Z) \cap \Lambda$ there are two other elements $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$ for which $F\left(x_{i}, y_{i}\right)=h$ for $i=1,2$. When $(x, y)$ is in $\mathbb{Z}^{2}$ but not in $\Lambda$ and $F(x, y)$ is essentially represented then $F(x, y)$ has only one representation.

Let $\omega_{1}, \omega_{2}$ be a basis for $\Lambda$ with $\omega_{1}=\left(a_{1}, a_{3}\right)$ and $\omega_{2}=\left(a_{2}, a_{4}\right)$. Put $F_{\Lambda}(x, y)=$ $F\left(a_{1} x+a_{2} y, a_{3} x+a_{4} y\right)$ and notice that

$$
\begin{equation*}
\left|\mathcal{N}_{F}(Z) \cap \Lambda\right|=N_{F_{\Lambda}}(Z) \tag{4.1}
\end{equation*}
$$

By Lemma 2.1

$$
\begin{equation*}
N_{F_{\Lambda}}(Z)=A_{F_{\Lambda}} Z^{\frac{2}{d}}+O_{F_{\Lambda}}\left(Z^{1 /(d-1)}\right) \tag{4.2}
\end{equation*}
$$

Since the quantity $|\Delta(F)|^{1 / d(d-1)} A_{F}$ is invariant under $\mathrm{GL}_{2}(\mathbb{R})$

$$
\begin{equation*}
|\Delta(F)|^{1 / d(d-1)} A_{F}=\left|\Delta\left(F_{\Lambda}\right)\right|^{1 / d(d-1)} A_{F_{\Lambda}} \tag{4.3}
\end{equation*}
$$

and we see that

$$
\begin{equation*}
A_{F_{\Lambda}}=\frac{1}{d(\Lambda)} A_{F}=\frac{A_{F}}{m} \tag{4.4}
\end{equation*}
$$

Therefore by (4.1), (4.2) and (4.4)

$$
\begin{equation*}
\left|\mathcal{N}_{F}(Z) \cap \Lambda\right|=\frac{A_{F}}{m} Z^{\frac{2}{d}}+O_{F}\left(Z^{\frac{1}{d-1}}\right) \tag{4.5}
\end{equation*}
$$

Certainly $\mathcal{N}_{F}^{(2)}(Z) \cap \Lambda$ is contained in $\mathcal{N}_{F}^{(2)}(Z)$ and thus, by 4.5) and Lemma 2.4,

$$
\begin{equation*}
\left|\mathcal{N}_{F}^{(1)}(Z) \cap \Lambda\right|=\frac{A_{F}}{m} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right) . \tag{4.6}
\end{equation*}
$$

Each pair $(x, y)$ in $\mathcal{N}_{F}^{(1)}(Z) \cap \Lambda$ is associated with two other pairs which represent the same integer. Thus the pairs $(x, y)$ in $\mathcal{N}_{F}^{(1)}(Z) \cap \Lambda$ yield

$$
\begin{equation*}
\frac{A_{F}}{3 m} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right) \tag{4.7}
\end{equation*}
$$

integers $h$ with $0<|h| \leq Z$. By Lemma 2.5 and (4.6) the number of pairs $(x, y)$ in $\mathcal{N}_{F}^{(1)}(Z)$ which are not in $\Lambda$ is

$$
\begin{equation*}
\left(1-\frac{1}{m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right) \tag{4.8}
\end{equation*}
$$

and each pair gives rise to an integer $h$ with $0<|h| \leq Z$ which is uniquely represented by $F$. It follows from (4.7), 4.8) and Lemma 2.4 that when Aut $F$ is equivalent to $\mathbf{C}_{3}$ we have

$$
R_{F}(Z)=\left(1-\frac{2}{3 m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right)
$$

A similar analysis applies in the case when Aut $F$ is equivalent to $\mathbf{D}_{1}, \mathbf{D}_{2}, \mathbf{C}_{4}$ or $\mathbf{C}_{6}$. These groups are cyclic with the exception of $\mathbf{D}_{2}$ but $\mathbf{D}_{2} /\{ \pm I\}$ is cyclic and that is sufficient for our purposes.

We are left with the possibility that Aut $F$ is conjugate to $\mathbf{D}_{3}, \mathbf{D}_{4}$ or $\mathbf{D}_{6}$. We first consider the case when Aut $F$ is equivalent to $\mathbf{D}_{4}$. In this case, recall (4.6), we have

$$
\left|\mathcal{N}_{F}^{(1)}(Z) \cap \Lambda\right|=\frac{A_{F}}{m} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right)
$$

and since each $h$ for which $h=F(x, y)$ with $(x, y)$ in $\mathcal{N}_{F}^{(1)}(Z) \cap \Lambda$ is represented by 8 elements of $\mathcal{N}_{F}^{(1)}(Z)$ the pairs $(x, y)$ of $\mathcal{N}_{F}^{(1)}(Z) \cap \Lambda$ yield

$$
\begin{equation*}
\frac{A_{F}}{8 m} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right) \tag{4.9}
\end{equation*}
$$

terms $h$ in $\mathcal{R}_{F}(Z)$. By Lemma 3.2 we have $\Lambda_{i} \cap \Lambda_{j}=\Lambda$ for $1 \leq i<j \leq 3$; whence the terms $(x, y)$ in $\Lambda_{1}, \Lambda_{2}$ or $\Lambda_{3}$ but not in $\Lambda$ for which $(x, y)$ is in $\mathcal{N}_{F}^{(1)}(Z)$ have cardinality

$$
\left(\frac{1}{m_{1}}+\frac{1}{m_{2}}+\frac{1}{m_{3}}-\frac{3}{m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right)
$$

If $(x, y)$ is in $\Lambda_{1}, \Lambda_{2}$ or $\Lambda_{3}$ but not in $\Lambda$ and $h=F(x, y)$ is essentially represented then $h$ has precisely four representations. Accordingly the terms in

$$
\mathcal{N}_{F}^{(1)}(Z) \cap \Lambda_{i}, 1 \leq i \leq 3
$$

which are not in $\Lambda$ contribute

$$
\begin{equation*}
\frac{1}{4}\left(\frac{1}{m_{1}}+\frac{1}{m_{2}}+\frac{1}{m_{3}}-\frac{3}{m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right) \tag{4.10}
\end{equation*}
$$

terms to $\mathcal{R}_{F}(Z)$. Finally the terms $(x, y)$ in $\mathcal{N}_{F}^{(1)}(Z)$ but not in $\Lambda_{i}$ for $i=1,2,3$ have cardinality equal to

$$
\left(1-\frac{1}{m_{1}}-\frac{1}{m_{2}}-\frac{1}{m_{3}}+\frac{2}{m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right)
$$

Each integer $h$ represented by such a term has 2 representations and therefore these terms ( $x, y$ ) contribute

$$
\begin{equation*}
\frac{1}{2}\left(1-\frac{1}{m_{1}}-\frac{1}{m_{2}}-\frac{1}{m_{3}}+\frac{2}{m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right) \tag{4.11}
\end{equation*}
$$

terms to $\mathcal{R}_{F}(Z)$. It now follows from (4.9), (4.10), (4.11) and Lemma 2.4 that

$$
R_{F}(Z)=\frac{1}{2}\left(1-\frac{1}{2 m_{1}}-\frac{1}{2 m_{2}}-\frac{1}{2 m_{3}}+\frac{3}{4 m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right)
$$

as required.

We now treat the case when Aut $F$ is conjugate to $\mathbf{D}_{3}$. As before the pairs $(x, y)$ of $\mathcal{N}_{F}^{(1)}(Z) \cap \Lambda$ yield

$$
\begin{equation*}
\frac{A_{F}}{6 m} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right) \tag{4.12}
\end{equation*}
$$

terms in $\mathcal{R}_{F}(Z)$. Since $\Lambda_{i} \cap \Lambda_{j}=\Lambda$ for $1 \leq i<j \leq 3$ by Lemma 3.2, the pairs ( $x, y$ ) in $\mathcal{N}_{F}^{(1)}(Z) \cap \Lambda_{i}$ for $i=1,2,3$ which are not in $\Lambda$ contribute

$$
\begin{equation*}
\left(\frac{1}{2 m_{1}}+\frac{1}{2 m_{2}}+\frac{1}{2 m_{3}}-\frac{3}{2 m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right) \tag{4.13}
\end{equation*}
$$

to $\mathcal{R}_{F}(Z)$. Further, the pairs $(x, y)$ in $\mathcal{N}_{F}^{(1)}(Z) \cap \Lambda_{4}$ which are not in $\Lambda$ contribute

$$
\begin{equation*}
\left(\frac{1}{3 m_{4}}-\frac{1}{3 m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right) \tag{4.14}
\end{equation*}
$$

terms to $\mathcal{R}_{F}(Z)$. Furthermore the pairs $(x, y)$ in $\mathcal{N}_{F}^{(1)}(Z)$ which are not in $\Lambda_{i}$ for $i=1,2,3,4$ contribute, by Lemma 3.2,

$$
\begin{equation*}
\left(1-\frac{1}{m_{1}}-\frac{1}{m_{2}}-\frac{1}{m_{3}}-\frac{1}{m_{4}}+\frac{3}{m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right) \tag{4.15}
\end{equation*}
$$

terms to $\mathcal{R}_{F}(Z)$. It then follows from (4.12), 4.13), 4.14), 4.15), and Lemma 2.4 that

$$
R_{F}(Z)=\left(1-\frac{1}{2 m_{1}}-\frac{1}{2 m_{2}}-\frac{1}{2 m_{3}}-\frac{2}{3 m_{4}}+\frac{4}{3 m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{F}+\varepsilon}\right)
$$

as required.
When Aut $F$ is equivalent to $\mathbf{D}_{6}$ the analysis is the same as for $\mathbf{D}_{3}$ taking into account the fact that Aut $F$ contains $-I$ and so the weighting factor $W_{F}$ is one half of what it is when Aut $F$ is equivalent to $\mathbf{D}_{3}$. This completes the proof of Theorems 1.1 and 1.2 .

## 5. Proof of Corollary 1.3

We first determine $W_{F}$. By Lemma 3.3, if $a / b$ is not the $d$-th power of a rational then when $d$ is odd Aut $F$ is equivalent to $\mathbf{C}_{1}$ and, by Theorem $1.2, W_{F}=1$ while when $d$ is even we have $m=1$ and Aut $F$ is conjugate to $\mathbf{D}_{2}$ and so by Theorem 1.2 we have $W_{F}=\frac{1}{4}$. Suppose that

$$
\frac{a}{b}=\frac{A^{d}}{B^{d}}
$$

with $A$ and $B$ coprime non-zero integers. If $d$ is odd then Aut $F$ is equivalent to $\mathbf{D}_{1}$ by Lemma 3.3. Notice that

$$
\left(\begin{array}{cc}
0 & B / A \\
A / B & 0
\end{array}\right)=\frac{1}{A B}\left(\begin{array}{cc}
0 & B^{2} \\
A^{2} & 0
\end{array}\right)
$$

and that $A^{2}$ and $B^{2}$ are coprime integers. Therefore by Lemma 3.1 we have $m=|A B|$ and $W_{F}=1-\frac{1}{2|A B|}$ when $d$ is odd. If $d$ is even Aut $F$ is equivalent to $\mathbf{D}_{4}$ with $m_{1}=1, m_{2}=m_{3}=m=|A B|$ and by Theorem 1.2 we have

$$
W_{F}=\frac{1}{4}\left(1-\frac{1}{2|A B|}\right)
$$

We now determine $A_{F}$. We first consider the case $F(x, y)=a x^{2 k}+b y^{2 k}$, with $a$ and $b$ positive. Then

$$
A_{F}=\iint_{a x^{2 k}+b y^{2 k} \leq 1} d x d y
$$

Note that $A_{F}$ is four times the area of the region with $a x^{2 k}+b y^{2 k} \leq 1$ and with $x$ and $y$ non-negative. Make the substitution $a x^{2 k}=u, b y^{2 k}=u v, u, v \geq 0$. Then we see that

$$
\begin{aligned}
\frac{1}{4} A_{F} & =\int_{0}^{\infty} \int_{0}^{\frac{1}{v+1}} \frac{1}{4 k^{2}(a b)^{1 / 2 k}} u^{\frac{1}{k}-1} v^{\frac{1}{2 k}-1} d u d v \\
& =\frac{1}{4 k(a b)^{1 / 2 k}} \int_{0}^{\infty} \frac{v^{1 / 2 k-1}}{(1+v)^{1 / k}} d v
\end{aligned}
$$

The above integral is $B(1 / 2 k, 1 / 2 k)$ where $B(z, w)$ denotes the Beta function and thus, see 6.2 .1 of [10],

$$
A_{F}=\frac{1}{k(a b)^{1 / 2 k}} \frac{\Gamma^{2}(1 / 2 k)}{\Gamma(1 / k)}
$$

Next, we treat the case $F(x, y)=a x^{2 k}-b y^{2 k}$ with $a$ and $b$ positive. The region $\left\{(x, y) \in \mathbb{R}^{2}:|F(x, y)| \leq 1\right\}$ has equal area in each quadrant, so it suffices to estimate the area assuming $x, y \geq 0$. We further divide the region into two, depending on whether $a x^{2 k}-b y^{2 k} \geq 0$ or not. Let $A_{F}^{(1)}$ denote the area of the region satisfying $x, y \geq 0,0 \leq F(x, y) \leq 1$. We make the substitutions $a x^{2 k}=u, b y^{2 k}=u v$ with $u, v \geq 0$. Then

$$
\begin{aligned}
\frac{1}{8} A_{F}=A_{F}^{(1)} & =\iint_{0 \leq a x^{2 k}-b y^{2 k} \leq 1} d x d y \\
& =\int_{0}^{1} \int_{0}^{\frac{1}{1-v}} \frac{1}{4 k^{2}(a b)^{1 / 2 k}} u^{\frac{1}{k}-1} v^{\frac{1}{2 k}-1} d u d v \\
& =\frac{1}{4 k(a b)^{1 / 2 k}} \int_{0}^{1} \frac{v^{1 / 2 k-1}}{(1-v)^{1 / k}} d v \\
& =\frac{1}{4 k(a b)^{1 / 2 k}} \frac{\Gamma(1 / 2 k) \Gamma(1-1 / k)}{\Gamma(1-1 / 2 k)}
\end{aligned}
$$

Next, we treat the case when $F(x, y)=a x^{2 k+1}+b y^{2 k+1}$. We put $a x^{2 k+1}=u$ and $b y^{2 k+1}=u v$. We thus obtain

$$
\begin{aligned}
\frac{A_{F}}{2}|a b|^{1 /(2 k+1)} & =\frac{1}{2(2 k+1)} \int_{-\infty}^{\infty} \frac{|v|^{\frac{1}{2 k+1}-1} d v}{|1+v|^{2 /(2 k+1)}} \\
& =\frac{1}{2(2 k+1)}\left(\int_{0}^{\infty} \frac{v^{-2 k /(2 k+1)} d v}{(1+v)^{2 /(2 k+1)}}+\int_{0}^{1} \frac{v^{-2 k /(2 k+1)} d v}{(1-v)^{2 /(2 k+1)}}+\int_{1}^{\infty} \frac{v^{-2 k /(2 k+1)} d v}{(1-v)^{2 /(2 k+1)}}\right) \\
& =\frac{1}{2(2 k+1)}\left(\frac{\Gamma^{2}\left(\frac{1}{2 k+1}\right)}{\Gamma\left(\frac{2}{2 k+1}\right)}+\frac{\Gamma\left(\frac{1}{2 k+1}\right) \Gamma\left(\frac{2 k-1}{2 k+1}\right)}{\Gamma\left(\frac{2 k}{2 k+1}\right)}+\frac{\Gamma\left(\frac{2 k-1}{2 k+1}\right) \Gamma\left(\frac{1}{2 k+1}\right)}{\Gamma\left(\frac{2 k}{2 k+1}\right)}\right) .
\end{aligned}
$$
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