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Abstract

Let N be a positive integer and let A and B be subsets of {1, . . . , N}.
In this article we discuss estimates for the prime factors of integers of the

form a + b and ab + 1 where a is from A and b is from B.

1 Introduction

Let A and B be subsets of the first N integers. What information can be gleaned
about integers of the form ab+1 or a+b, with a in A and b in B, from knowledge
of the cardinalities of A and B? If A and B are dense subsets of {1, . . . , N}
then one might expect the integers a+ b with a in A and b in B, to have similar
arithmetical characteristics to those of the first 2N integers and the integers
ab + 1, with a in A and b in B, to have similar arithmetical characteristics to
those of the first N2 + 1 integers. This phenomenon has been demonstrated in
several papers. Even if A and B are not dense subsets of {1, . . . , N} it is still
possible to deduce some non-trivial estimates for the prime divisors of integers
of the form a + b and ab + 1. In this article we shall survey the estimates which
have been obtained for the greatest prime factors of integers a + b and ab + 1
and for the number of distinct prime factors of the products

∏

a∈A, b∈B

(a + b) and
∏

a∈A, b∈B

(ab + 1).

2 Results for general sets of integers

For any set X let |X | denote its cardinality and for any integer n with n ≥ 2
let P (n) denote the greatest prime factor of n and ω(n) denote the number of
distinct prime factors of n. In 1934 in their first joint paper Erdős and Turán
[10] proved that if A is a non-empty set of positive integers then

ω





∏

a,a′∈A

(a + a′)



 ≥ log |A|
log 2

and they asked if a result of this type holds when the summands are taken from
different sets.
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In 1986 Győry, Stewart and Tijdeman [15] extended the result of Erdős and
Turán to the case where the summands are taken from different sets. They
proved, by means of a result on S-unit equations due to Evertse [11] that there
is a positive number c1 such that for any finite sets A and B of positive integers
with |A| ≥ |B| ≥ 2,

ω





∏

a∈A, b∈B

(a + b)



 > c1 log |A|. (1)

Also in 1986 Stewart and Tijdeman [29] gave an elementary argument to estab-
lish a slightly weaker result. They proved that there is a positive number c2

such that if |A| = |B| ≥ 3 then

ω





∏

a∈A, b∈B

(a + b)



 ≥ c2
log |A|

log log |A| .

In 1988 Erdős, Stewart and Tijdeman [9] showed that (1) could not be
improved by much when they showed that the right hand side of (1) cannot be
replaced by (1/8 + ε)(log |A|)2 log log |A| for any ε > 0. In fact more generally
let ε be a real number with 0 < ε < 1. They proved that there is a positive
number C(ε), which depends on ε, such that if k and ℓ are integers with k larger
than C(ε) and 2 ≤ ℓ ≤ log k/ log log k then there exist distinct positive integers
a1, . . . , ak and distinct non-negative integers b1, . . . , bℓ such that

P





k
∏

i=1

ℓ
∏

j=1

(ai + bj)



 <

(

(1 + ε)
log k

ℓ
log

(

log k

ℓ

))ℓ

. (2)

We note that by the Prime Number Theorem it is an immediate consequence
of (1) that there is a positive number c3 such that for any finite sets A and B
of positive integers with |A| ≥ |B| ≥ 2, there exist a in A and b in B for which

P (a + b) > c3 log |A| log log |A|.

In 1992 Sárközy [22] initiated the study of the multiplicative analogues of
results of the above type where one replaces the sums a + b by ab + 1. In 1996
Győry, Sárközy and Stewart [16] proved the analogue of (1). In particular they
proved that if A and B are finite sets of positive integers with |A| ≥ |B| ≥ 2
then

ω





∏

a∈A, b∈B

(ab + 1)



 > c4 log |A|, (3)

where c4 is an effectively computable positive number. In fact both (1) and
(3) are consequences of the following result established in [16]. Let n ≥ 2 be
an integer and let A and B be finite subsets of N

n with |A| ≥ |B| ≥ 2(n − 1).
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Suppose that the n-th coordinate of each vector in A is equal to 1 and any
n vectors in B ∪ (0, . . . , 0, 1) are linearly independent. There is an effectively
computable positive number c5 such that

ω









∏

(a1,...,an)∈A
(b1,...,bn)∈B

(a1b1 + · · · + anbn)









> c5 log |A|. (4)

We obtain (1) by taking n = 2 and b1 = 1 for all (b1, b2) ∈ B and we obtain (3) by
taking n = 2 and b2 = 1 for all (b1, b2) ∈ B. The proof of (4) depends on work of
Evertse and Győry [14] and of Evertse [13] on decomposable form equations and
in turn this depends on quantitative versions of Schmidt’s Subspace Theorem
due to Schmidt [27] and Schlickewei [26].

Győry, Sarközy and Stewart [16] also established a multiplicative analogue
of (2). Let ε be a positive real number and let k and ℓ be positive integers with
k ≥ 16 and

2 ≤ ℓ ≤
(

log log k

log log log k

)1/2

. (5)

They proved that there is a positive number C1(ε), which is effectively com-
putable in terms of ε, such that if k exceeds C1(ε) then there are sets of positive
integers A and B with |A| = k and |B| = ℓ for which

P

(

∏

a∈A

∏

b∈B

(ab + 1)

)

< (log k)ℓ+1+ε. (6)

They also showed that if (6) is weakened by replacing the exponent ℓ + 1 + ε
by 5ℓ then the range (5) for ℓ may be extended to

2 ≤ ℓ ≤ c6
log k

log log k
,

for a positive number c6.

3 Results for large terms

It follows from (3) and the Prime Number Theorem that if A is a finite set of
positive integers with |A| ≥ 2 then there exist distinct elements a and a′ in A
for which

P (aa′ + 1) > c7 log |A| log log |A|
where c7 is an effectively computable positive number. But what if the size of
the integers increases as opposed to the size of the cardinality of A? Győry,
Sárközy and Stewart [16] conjectured that if a, b and c denote distinct positive
integers then

P ((ab + 1)(ac + 1)(bc + 1)) → ∞ (7)
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as max(a, b, c) → ∞.
Stewart and Tijdeman [30] established the conjecture under the assumption

that log a/ log(c + 1) → ∞. Let a, b and c be positive integers with a ≥ b > c.
They proved that there is an effectively computable positive number c8 for which

P ((ab + 1)(ac + 1)(bc + 1)) > c8 log

(

log a

log(c + 1)

)

. (8)

Further, Stewart and Tijdeman [30] also proved that if a, b, c and d are positive
integers with a ≥ b > c and a > d there exists an effectively computable positive
number c9 such that

P ((ab + 1)(ac + 1)(bd + 1)(cd + 1)) > c9 log log a. (9)

The proofs of both (8) and (9) depend on estimates for linear forms in the
logarithms of algebraic numbers, see [32].

Győry and Sárközy [17] proved that the conjecture holds in the special case
that at least one of the numbers a, b, c, a/b, b/c, a/c has bounded prime factors.
This work, later refined by Bugeaud and Luca [3], depends on a result of Evertse
[12] on the number of solutions of the S-unit equation and as a consequence
does not lead to an effective lower bound in terms of a. Bugeaud [2] was able to
give such a bound by applying an estimate of Loxton [19] for simultaneous linear
forms in the logarithms of algebraic numbers. Let a, b and c be positive integers
with a ≥ b > c and let α denote any element of the set {a, b, c, a/b, b/c, a/c}.
Bugeaud proved that there is an effectively computable positive number c10

such that
P (α(ab + 1)(ac + 1)(bc + 1)) > c10 log log a.

The conjecture was finally established independently by Hernández and Luca
[18] and Corvaja and Zannier [4] by means of Schmidt’s Subspace Theorem. In
fact Corvaja and Zannier [4] proved a strengthened version of the conjecture.
They proved that if a, b and c are positive integers with a > b > c then

P ((ab + 1)(ac + 1)) → ∞ as a → ∞.

The results of Hernández and Luca and of Corvaja and Zannier are ineffective.
Nevertheless Luca [20] was able to make them more explicit. For any prime
number p and any integer x let |x|p denote the p-adic absolute value of x nor-
malized so that |p|p = p−1. For any integer x and set of prime numbers S we
put

|x|S = |x|
∏

p∈S

|x|p,

so that |x|S is the largest divisor of x with no prime factors from S. Luca proved
that if S is a finite set of prime numbers there exist positive numbers C1(S) and
C2(S), which are not effectively computable, such that if a, b and c are positive
integers with a > b > c and a > C1(S) then

|(ab + 1)(ac + 1)|S > exp

(

C2(S)
log a

log log a

)

.
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An additive version of these results was established by Győry, Stewart and
Tijdeman [15] in 1986. They proved, by means of a result of Evertse [12], that
if a, b and c are distinct positive integers with g.c.d. (a, b, c) = 1 then

P (ab(a + c)(b + c)) → ∞

as max(a, b, c) → ∞.

4 Results for dense sets of integers

Let φ(x) denote the distribution function of the normal distribution so that

φ(x) = (2π)−1/2

∫ x

−∞

e−u2/2du.

Erdős, Maier and Sárközy [7] proved that an Erdős-Kac theorem applies to the
sums a + b, counted with multiplicity, when a is from A, b is from B and A
and B are dense subsets of {1, . . . , N}. In particular they proved that there are
positive numbers N0 and C such that if N exceeds N0 and ℓ is a positive integer
then

∣

∣

∣

∣

1

|A||B| |{(a, b) : a ∈ A, b ∈ B, ω(a + b) ≤ ℓ}| − φ

(

ℓ − log log N

(log log N)1/2

)∣

∣

∣

∣

is at most CN(|A||B|)−1/2(log log N)−1/4. Tenenbaum [31] subsequently refined
this result by replacing the factor (log log N)−1/4 by (log log N)−1/2. Elliott and
Sárközy [5] obtained another refinement and later [6] they proved a result of
similar character for integers of the form ab + 1.

While the above results show that if A and B are dense subsets of {1, . . . , N}
then the typical behaviour of ω(a+ b) and ω(ab+1) is well understood one may
still wonder about extreme values of these functions. For any positive integer
N let m = m(N) = max{ω(k) : 1 ≤ k ≤ N}. One may check that

m = (1 + o(1))
log N

log log N
as N → ∞.

Erdős, Pomerance, Sárközy and Stewart [8] proved in 1993, by means of a
combinatorial lemma due to Katona, that for each positive real number ε there
are positive numbers c(ε) and N1(ε) such that if N exceeds N1(ε) and A and
B are subsets of the first N positive integers with (|A||B|)1/2 > εN then there
exist integers a from A and b from B with

ω(a + b) > m − c(ε)
√

m. (10)

Sárközy [22] extended this result to the case where A = B and a + b in (10) is
replaced by aa′ + 1 with a, a′ ∈ A. In 1994, Sárközy and Stewart [24] showed
that there are sums a + b for which ω(a + b) is large provided that the weaker
requirement

(|A||B|)1/2 ≥ Nθ (11)
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with 1/2 < θ ≤ 1, applied. The corresponding result for ab + 1 was obtained
by Győry, Sárközy and Stewart in [16]. Let θ be a real number with 1/2 <
θ ≤ 1. They proved that there is a positive number C(θ), which is effectively
computable in terms of θ such that if N is a positive integer larger than C(θ) and
A and B are subsets of {1, . . . , N} satisfying (11) then there exists an integer a
from A and an integer b from B for which

ω(ab + 1) >
1

6

(

θ − 1

2

)2
log N

log log N
. (12)

The proof of (12) depends upon multiple applications of the large sieve inequal-
ity.

Balog and Sárközy [1] were the first to study the greatest prime factor of
a + b when A and B are dense subsets of {1, . . . , N}. They proved, by means
of the large sieve inequality, that there is a positive number N1 such that if N
exceeds N1 and

(|A||B|)1/2 > 10N1/2 log N

then there exist a in A and b in B such that

P (a + b) >
(|A||B|)
16 logN

1/2

.

In 1986 Sárközy and Stewart [23] refined this result for dense sets A and B by
employing the Hardy-Littlewood method. In particular, it follows from their
work that if |A| ≫ N and |B| ≫ N then there exist ≫ N2/ logN pairs (a, b)
with a in A and b in B such that

P (a + b) ≫ N. (13)

Put
Z = min{|A|, |B|}.

In 1992 Ruzsa [21] proved that there exist a in A and b in B for which

P (a + b) > c11Z
log Z

log N
log

(

log N

logZ

)

,

where c11 is a positive number. Furthermore he proved that for each positive real
number ε there exists a positive number C(ε) such that if Z exceeds C(ε)N1/2

then there exist a in A and b in B with

P (a + b) >

(

2

e
− ε

)

Z. (14)

While estimates (13) and (14) are best possible, up to the determination of
constants, a different situation applies for the multiplicative case. In this case
we have the following conjecture of Sárközy and Stewart [25].
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Conjecture 1. For each positive real number ε there are positive real numbers

N0(ε) and C(ε) such that if N exceeds N0(ε) and Z > εN then there are a in

A and b in B such that

P (ab + 1) > C(ε)N2.

Sárközy and Stewart [25] were able to give lower bounds for P (ab+1) which
are stronger than those for P (a + b), such as (14), for dense sets A and B. In
particular they showed that for each positive real number ε there are positive
numbers N1(ε) and K(ε), which are effectively computable in terms of ε, such
that if N exceeds N1(ε) and Z exceeds K(ε)N/ logN then there are a in A and
b in B such that

P (ab + 1) > (1 − ε)Z log N. (15)

In fact the argument may be modified to give an estimate for P (ab + 1) of
comparable strength to (15) for Z much smaller as our next result shows.

Theorem 1. Let θ be a real number with 1/2 < θ ≤ 1. There are numbers

N0 = N0(θ) and C = C(θ), which are effectively computable in terms of θ, such

that if N > N0, A, B are subsets of {1, . . . , N}, Z = min{|A|, |B|} and

Z ≥ Nθ

then there are a in A and b in B such that

P (ab + 1) > CZ log Z. (16)

Note that, for comparison with (15) as opposed to (14), we may replace
CZ log Z in (16) by CZ log N.

Improvements on (15) and (16) have been obtained for sets which are more
dense. For instance Stewart [28] proved that there are effectively computable
positive numbers c1, c2 and c3 such that if N exceeds c1 and

Z > c2
N

((log N)/ log log N)1/2
, (17)

then there are a in A and b in B such that

P (ab + 1) > N1+c3(Z/N)2 .

The proof employs Weil’s estimates for Kloosterman sums. We shall prove the
following more explicit version of the above result.

Theorem 2. Let N be a positive integer, let A and B be subsets of {1, . . . , N}
and put Z = min{|A|, |B|}. Let ε be a real number with 0 < ε < 1. There are

positive numbers c1, c2 and c3, which are effectively computable in terms of ε,
such that if N exceeds c1 and (17) holds with the new value of c2 then there are

a in A and b in B for which

P (ab + 1) > min(N1+(1−ε)(Z/N)2 , (c3(N/ logN)4/3).
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What happens in the extremal situation where A and B are both equal to
{1, . . . , N}? Shengli Wu [33] has recently shown, by means of the Bombieri-
Vinogradov theorem, that if β is a real number larger than 10 and N is suf-
ficiently large in terms of β then there exist integers a and b from {1, . . . , N}
such that

P (ab + 1) >
N2

(log N)β
.

In this special case one has an estimate which approaches that of Conjecture 1.

5 Preliminary lemmas

For positive integers N and t we put

Vt(N) = {(m, n) ∈ Z × Z | 1 ≤ m ≤ N, 1 ≤ n ≤ N, t | mn + 1}

and denote by d(t) the number of positive integers which divide t. In [28] Stewart
deduced from Weil’s estimates for Kloosterman sums the following result.

Lemma 1.

|Vt(N)| =
ϕ(t)

t2
N2 + O

(

t1/2d(t)3/2(log t)2 +
Nd(t) log t

t

)

.

For the proofs of Theorems 1 and 2 we shall also require a minor variation
on Lemma 4 of [25]. Let U be a subset of {1, . . . , N}, m be a positive integer
and h be an integer. We put

r(U, h, m) = |{n : n ∈ U, n ≡ h(mod m)}|. (18)

Lemma 2. Let N and M be integers with 1 ≤ M ≤ N and let U be a subset of

{1, . . . , N}. Then

∑

p≤M

log p
∑

k≤ log N

log p

pk

∑

h=1

(r(U, h, pk))2 ≤ |U | logN(|U | − 1 + π(M)).

Proof. We shall follow the proof of Lemma 4 of [25] which treats the case M =
N. Put

D(U) =
∏

n,n′∈U
n′<n

(n − n′).

We have

∑

p≤N

log p ordp D(U) = log D(U) ≤ log









∏

n,n′∈U
n′<n

N









=

(|U |
2

)

log N, (19)
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where ordp denotes the p-adic order. Furthermore

ordp D(U) =
∑

n,n′∈U
n′<n

ordp(n − n′)

=
∑

n,n′∈U
n′<n

∣

∣

∣

∣

{

k : k ≤ log N

log p
, pk | n − n′

}∣

∣

∣

∣

=
∑

k≤ log N

log p

|{(n, n′) : n, n′ ∈ U, n′ < n, pk | n − n′}|

=
∑

k≤ log N
log p

pk

∑

h=1

|{(n, n′) : n, n′ ∈ U, n′ < n, n ≡ n′ ≡ h (mod pk)}|

=
∑

k≤ log N

log p

pk

∑

h=1

(

r(U, h, pk)

2

)

=
∑

k≤ log N

log p





1

2

pk

∑

h=1

(r(U, h, pk))2 − 1

2

pk

∑

h=1

r(U, h, pk)





=
1

2

∑

k≤ log N

log p





pk

∑

h=1

(r(U, h, pk))2 − |U |



 . (20)

Therefore, by (19) and (20),

1

2

∑

p≤N

log p
∑

k≤ log N
log p





pk

∑

h=1

r(U, h, pk)2 − |U |)



 ≤
(|U |

2

)

log N.

Since
∑pk

h=1 r(U, h, pk)2 − |U | ≥ 0 we see that

1

2

∑

p≤M

log p
∑

k≤ log N

log p





pk

∑

h=1

r(U, h, pk)2 − |U |



 ≤
(|U |

2

)

log N.

Therefore

∑

p≤M

log p
∑

k≤ log N

log p

pk

∑

h=1

r(U, h, pk)2 ≤ 2

(|U |
2

)

log N + |U |π(M) log N

as required.
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6 An estimate from below

For the proofs of Theorems 1 and 2 we may assume, by removing terms from
either A or B, if necessary, that

Z = min(|A|, |B|) = |A| = |B|. (21)

Define E by

E =
∏

a∈A, b∈B

(ab + 1). (22)

Let ε be a real number with 0 < ε < 1. Then, by (21),

E ≥
∏

a∈A
a≥ εZ

10

∏

b∈B
b≥ εZ

10

(

(

εZ

10

)2

+ 1

)

≥
(

εZ

10

)2(|A|− εZ
10 )(|B|− εZ

10 )
=

(

εZ

10

)2(1− ε
10 )

2
Z2

.

Therefore provided that Z ≥ N1/2, as in the hypotheses for Theorems 1 and 2,
and that N is sufficiently large in terms of ε,

εZ

10
≥ Z1− ε

10

and so

log E ≥ 2
(

1 − ε

10

)3

Z2 log Z. (23)

For brevity we write

P = P





∏

a∈A, b∈B

(ab + 1)





and we put

E1 =
∏

p≤N

pordp E , (24)

where the product is taken over primes p up to N . We shall require an upper
bound for E1 for the proof of Theorem 2.

Lemma 3. Let ε > 0 and suppose that Z exceeds N/(log N)1/2. There exists a

positive number N0(ε), which is effectively computable in terms of ε, such that

for N > N0(ε),
log E1 < (1 + ε)Z2 log N.

Proof. This follows from the proof of Theorem 2 of [25], see 4.14 of [25].
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7 Proof of Theorem 1

Our proof proceeds by a comparison of estimates for E, recall (22). Put

δ = θ − 1

2
.

By (23), for N sufficiently large in terms of δ,

log E ≥ (2 − δ)Z2 log Z. (25)

We now observe that we may suppose that P ≤ N. For if P > N and
Z ≤ K(1/2)N/ logN, recall the definition of K(1/2) from (15), then for N
sufficiently large,

Z log Z ≤ K

(

1

2

)

N

log N
log N = K

(

1

2

)

N < K

(

1

2

)

P.

Thus P > (K(1/2))−1Z log Z as required. On the other hand if Z > K(1/2)N/ logN
then, by (15) with ε = 1/2,

P >
1

2
Z log N ≥ 1

2
Z log Z,

for N > N1(1/2) as required. Therefore we may suppose that P ≤ N.
We have

log E =
∑

p≤P

ordp







∏

a∈A
b∈B

(ab + 1)






log p

=
∑

p≤P

log p
∑

k≤ log(N2+1)
log p

∣

∣{(a, b) : a ∈ A, b ∈ B, ab ≡ −1 (mod pk)}
∣

∣

=
∑

1
+
∑

2
(26)

where in
∑

1 we sum over p ≤ P, k ≤ log N/ log p while in
∑

2 we have p ≤ P
and log(N + 1)/ log p ≤ k ≤ log(N2 + 1)/ log p.

We have

∑

1
=
∑

p≤P

log p











∑

k≤ log N

log p

∑

1≤h≤pk

(h,pk)=1

∣

∣{a ∈ A, a ≡ h (mod pk)}
∣

∣

∣

∣{b ∈ B, b ≡ h (mod pk)}
∣

∣











,

where for each integer h coprime with pk we let h denote the unique integer
with 1 ≤ h ≤ pk for which hh ≡ −1 (mod pk). Therefore, by (18),

∑

1
=
∑

p≤P

log p
∑

k≤ log N

log p

∑

1≤h≤pk

(h,pk)=1

r(A, h, pk)r(B, h, pk).
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Since xy ≤ (1/2)(x2 + y2) for any non-negative real numbers x and y we see
that

∑

1
≤ 1

2

∑

p≤P

log p
∑

k≤ log N

log p

∑

1≤h≤pk

(h,p)=1

(r2(A, h, pk) + r2(B, h, pk))

≤ 1

2

∑

p≤P

log p
∑

k≤ log N

log p

∑

1≤h≤pk

(h,p)=1

(r2(A, h, pk) + r2(B, h, pk)).

Therefore since P ≤ N, by Lemma 2, and (21),

∑

1
≤ Z(Z − 1 + π(P )) log N. (27)

We shall now estimate
∑

2 . Notice that if pk exceeds N then for each a in
A there is at most one b in B for which ab ≡ −1 (mod pk). Therefore

∑

2
≤
∑

p≤P

log p
∑

log N

log p
≤k≤ log(N2+1)

log p

|A|

≤ |A|
∑

p≤P

log p
log(N2 + 1)

log p

≤ 3Zπ(P ) log N. (28)

Accordingly, by (26), (27), and (28),

log E ≤ (Z2 + 4Zπ(P )) log N.

Thus, by (25),
(2 − δ)Z2 log Z ≤ (Z2 + 4Zπ(P )) log N

hence

(2 − δ)Z

(

log Z

log N

)

≤ Z + 4π(P )

so
Z

4

(

(2 − δ)

(

log Z

log N

)

− 1

)

≤ π(P ).

By hypothesis Z ≥ Nθ and so

Z

4
((2 − δ)θ − 1) < π(P ).

Since θ = 1/2 + δ we see that (2 − δ)θ − 1 = (3/2)δ − δ2 and (3/2)δ − δ2 ≥
(3/2)δ − (1/2)δ = δ. Therefore

δZ

4
< π(P )

and our result now follows from the Prime Number Theorem.
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8 Proof of Theorem 2

Let ε be a real number with 0 < ε < 1 and let N0, N1, . . . denote positive
numbers which are effectively computable in terms of ε. We shall suppose that
(21) holds and that E and E1 are defined as in (22) and (24) respectively. Then
by (17) and (23) for N > N1,

log E > (2 − ε)Z2 log N. (29)

Further, by Lemma 3, for N > N2,

log E1 < (1 + ε)Z2 log N. (30)

Put E2 = E/E1 and note that by (29) and (30)

log E2 > (1 − 2ε)Z2 log N. (31)

Certainly

E2 ≤
∏

N≤p≤P

pordp G (32)

where
G =

∏

1≤m, n≤N

(mn + 1).

Put P = NY and note that if p exceeds N then p2 exceeds N2 + 1 and so
∑

N<p≤NY

log p ordp G =
∑

N<p≤NY

log p
∑

1≤m, n≤N
p|mn+1

1. (33)

But, by Lemma 1,

∑

1≤m, n≤N
p|mn+1

1 =
p − 1

p2
N2 + O

(

p1/2(log p)2 +
N log p

p

)

. (34)

Suppose that P ≤ (εN/ logN)4/3 since otherwise our result holds. Thus by
(34), for each prime p with N < p ≤ NY we have, for N > N3,

∑

1≤m, n≤N
p|mn+1

1 < (1 + ε)
N2

p
.

Therefore by (33), for N > N3,

∑

N<p≤NY

log p ordp G < (1 + ε)N2
∑

N<p≤NY

log p

p
.

By (17) and Theorem 1 we see that

Y > (log N)1/2 (35)

13



for N > N4.
Since

∑

p≤x

log p

p
= log x + O(1)

we have, by (35), that for N > N5,

∑

N<p≤NY

log p ordp G < (1 + 2ε)N2 log Y. (36)

It follows from (31), (32) and (36) that

(1 − 2ε)Z2 log N < (1 + 2ε)N2 log Y

hence

N
( 1−2ε

1+2ε )( Z
N )

2

< Y

as required.
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