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Abstract—In this paper, the impact of Electric Thermal Storage (ETS) systems on the operation of Northern Communities’ microgrids is analyzed. A mathematical model of the ETS system is developed and integrated into an Energy Management System (EMS) for isolated microgrids, in which the problem is divided into Unit Commitment (UC) and Optimal Power Flow (OPF) subproblems, to dispatch fossil-fuel-based generators, Energy Storage Systems (ESS), and ETS charging. To account for the deviations in the forecast of renewables, a Model Predictive Control (MPC) technique is used. The proposed ETS-EMS framework is tested and studied on a modified CIGRE medium voltage benchmark system, which comprises various kinds of Distributed Energy Resources (DER), and on the real Kasabonika Lake First Nation (KLFN) isolated microgrid system. It is shown that the ETS significantly reduces operating costs, and allows for better integration of intermittent wind and solar sources.

Index Terms—Demand response, electric thermal storage, microgrid, Optimal Power Flow, renewable energy integration, Unit Commitment.

NOMENCLATURE

Indices and Superscripts

- \( g \) Generating units
- \( i, j \) Bus
- \( k \) Time steps
- \( n \) ESS units
- \( c \) Commercial
- \( r \) Residential
- \( EL \) Electric
- \( TH \) Thermal

Sets

- \( G_i \) Generator units connected to bus \( i \)
- \( N_i \) ESS units connected to bus \( i \)
- \( T \) Time steps

Parameters

- \( a \) Quadratic term of cost function [\$/kWh²]
- \( b \) Linear term of cost function [\$/kWh]
- \( c \) Constant term of cost function [\$/h]
- \( C^{LC} \) Load curtailment cost [\$/kWh]

Cost of ETS effective self-discharge [\$/kWh]
Cost of ETS effective self-discharge [\$/kWh]
Start-up cost of generating unit [\$]
ETS charging/discharging power limit [p.u.]
Thermal demand served by electric heating [p.u.]
Thermal discharge set point [p.u.]
Active power demand [p.u.]
Photo-Voltaic (PV) plant output [p.u.]
Wind turbine output [p.u.]
Reactive power demand [p.u.]
Ramp-down rate of generating unit [p.u./h]
Ramp-up rate of generating unit [p.u./h]
Minimum down-time of generating unit [h]
Minimum up-time of generating unit [h]
Ambient temperature [°C]
Room temperature [°C]
Temperature set point [°C]
Number of electric heating units at bus \( i \)
Voltage exponent for active load model
Maximum and minimum limits
Voltage exponent for reactive load model
Time interval between step \( k \) and step \( k + 1 \) [h]
Charging, discharging efficiency of ESS
ETS electric-thermal energy conversion efficiency
Thermal storage efficiency of ETS
% electric heating units replaced by ETS at bus \( i \)
Variables

- \( CH \) ESS charging binary decision (1 = charge)
- \( DCH \) ESS discharging binary decision (1 = discharge)
- \( P_{ETS} \) ETS thermal energy level [p.u.]
- \( T \) Feeder current [p.u.]
- \( P_{ETS}^{SH} \) ETS effective thermal energy self-discharge [p.u.]
- \( P \) Active power from generating units [p.u.]
- \( P_{ets}^{ch}, P_{ets}^{dch} \) ETS charging, discharging power [p.u.]
- \( P_{ETS} \) ETS charging power [p.u.]
- \( P_{LC}, Q_{LC} \) Active and reactive Load curtailed [p.u.]
- \( Q \) Reactive power from generating units [p.u.]
- \( QC \) ESS reactive power output [p.u.]
- \( S \) Binary shut-down decision of generator (1 = OFF)
- \( SOC \) State of charge of ESS [p.u.]
- \( U \) Binary start-up decision of generator (1 = ON)
- \( V \) Bus voltage [p.u.]
- \( W \) ON/OFF decision (1 = ON, 0 = OFF)
- \( V \) Voltage angle, radian
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I. INTRODUCTION

Electric Thermal Storage (ETS) systems have been used for decades for efficient use of electricity, since thermal storage allows managing charging electric power and thermal heat output separately. Thus, ETS systems store thermal energy converted from electric energy during off-peak hours and discharges as required by the thermal demand [1]. ETS systems are available for both residential and commercial applications.

Because of economic or technical reasons, there are numerous off-grid systems that are not connected to the main power grid, and thus work as isolated microgrids. In Canada, there are around 280 such isolated microgrids, most of them located in the Northern parts of the country, thus presenting significant heating demand. This high demand is generally supplied mainly by wood pallets, fuel oil, gas, and electricity [2]; however, these communities being located in remote areas, face high fuel and electricity costs compared to other parts of Canada [2]. To mitigate these cost issues and reduce environmental impact, there is a need to introduce renewable energy sources in these isolated microgrids, which requires the use of Energy Storage Systems (ESS). However, typical battery based ESS are expensive, whereas ETS is a cheaper option that can meet the thermal heating demand, and thereby allowing the efficient use of diesel- and renewable-based distributed generation (DG) units. Therefore, there is a need to properly model the ETS systems and examine their contribution in the context of microgrid Energy Management Systems (EMSs).

The potential of ETS systems for Northern electricity grids is discussed in, for example, [3] and [4]. In [3], a rule based algorithm to manage ETS charging from wind-generated electricity is presented that considers issues related with the integration of renewable energy sources and the high thermal demand in Prince Edward Island, Canada. In [4], a methodology for ETS charging, while serving as a secondary load for frequency regulation, is proposed for microgrids of Alaska, USA, with effective use of wind generation.

ETS systems as a controllable demand in the context of demand response (DR) services for single residential or commercial customers is reported in [5] and [6]. In [5], a physically based load model of ETS is presented and integrated in a load management program, the ETS is scheduled to charge only at predetermined time periods. A Model Predictive Control (MPC) based thermal storage management problem is presented in [6] for commercial buildings, considering a physical based model of thermal storage. Furthermore, various approaches to ETS system management for a cluster of residential customers, from the perspective of an aggregator, are reported in [7]–[9]. A stochastic optimization problem to schedule ETS along with a micro-combined heat and power (CHP) generator is proposed in [7] for retailers to minimize the import/export electricity and gas cost over the day; it considers the dead-band on the thermostat set-point to control the discharging of the ETS. In [8], electric space heating with partial thermal storage for a DR control strategy based on dynamic electricity pricing is presented, highlighting the benefits of DR to the aggregators. Day-ahead ETS operation strategies for an aggregator with different objectives, including electricity cost minimization, load shifting, and frequency regulation, are presented in [9], considering day-ahead hourly electricity prices. Although, the discussed works [5]–[9] present different approaches to manage ETS either for residential or commercial customers or for an aggregator, none of these have integrated the ETS into an EMS to determine the optimal schedules of DERs, including ETS systems.

The authors in [10] present an optimization based medium-term planning problem for ETS and wind resources, and a rule-based short-term operations problem for isolated microgrids in Yukon, Canada. However, the proposed short-term operations model does not consider operational constraints of fossil-fuel-based generators, grid constraints, or ESS.

In [11], a coordinated scheduling solution is presented for the introduction of combined cooling heating and power (CCHP) and ice-storage air-conditioners into grid connected microgrids with renewable generation. The system is decomposed into a stochastic day ahead scheduling and a real-time dispatching, and the optimal solution is calculated using an Improved Particle Swarm Optimization (IPSO) algorithm. The authors consider ice-storage air-conditioners, but do not consider heating ETS systems relevant to remote northern communities, and do not include constraints associated with DG units, reserve constraints, and power flow equations in neither day-ahead scheduling nor real-time dispatch.

In [12], a flexible generalized battery model (GBM) is proposed. This GBM can be used to model heating, ventilation, and air conditioning for residential and commercial buildings as well as ESS. In the GBM all the systems are modeled with the same set of parameters which makes it flexible for high-level MODELING. Also a coordination algorithm for aggregators to manage GBM is proposed to provide grid services such as frequency regulation and demand response. However, the proposed GBM model is not included in an EMS framework.

Models of ETS systems in [3] and [4] are not mathematical models, but are rather rule-based control schemes. Mathematical models in [5], [6], and [8], on the other hand, are detailed models that include thermal modeling of whole buildings, which are too complex for a real-time capable EMS. In [6] and [9], cooling ETS systems are modeled, but these have different physical characteristics. The ETS model in [7] includes CHP but like the model in [10], does not include heat losses effectively. Therefore, a simpler ETS model is proposed here, so that it can be readily integrated in a real-time EMS, considering the effective heat losses.

From the literature review, it is found that there are no works reported so far that include ETS systems in isolated microgrids with a real-time capable control based on a deterministic optimization based EMS. In addition, the EMS models proposed thus far, that the management of ETS along with other Distributed Energy Resources (DERs), do not consider detailed operating constraints associated with the DERs, network constraints, or reactive power management. There is also no study about the impact of such controlled ETS systems in the operation of northern microgrids with high penetration of renewable energy. To address the shortcomings identified in
the presented literature review, a mathematical model of ETS including heat losses is proposed in this paper for integration into a decoupled Unit Commitment (UC) and Optimal Power Flow (OPF) based EMS model, and hence determine the optimal dispatch of the DERs, along with the ETS charging control. In order to take into account the deviation in the forecast of the renewables and demand, an MPC technique is adopted in the EMS formulation. Thus, the main contributions of this work are the following:

- A new mathematical model of ETS systems is proposed considering stored thermal energy, charging electric input, thermal demand, and effective heating loss for microgrid EMS models, to analyze the impact of ETS systems on the operation of isolated microgrids.
- A novel ETS-EMS model is proposed for isolated microgrids taking into account operating UC constraints, network equations with grid constraints, deviations in the forecast of generation and demand, and the proposed ETS model.
- The ETS-EMS model is applied, tested, and validated using a modified CIGRE microgrid benchmark system and also the real Northern community’s isolated microgrid of Kasabonika Lake First Nation (KLFN), Ontario, Canada, using actual measured data, demonstrating the benefits of introducing ETS systems in isolated microgrids.

The rest of the paper is organized as follows: Section II presents an overview of microgrid EMS and ETS systems. Section III discusses the mathematical model of the ETS system, the architecture of the microgrid EMS, and the mathematical models of the decoupled UC and OPF, including its MPC implementation. Section IV presents two case studies, considering the CIGRE benchmark microgrid and the KLFN microgrid, validating and demonstrating the benefits of ETS systems for the operation of isolated microgrids. Finally, Section V highlights the main conclusions and contributions of this paper.

II. BACKGROUND

A. Microgrid Energy Management System

A microgrid is described as a cluster of loads, DG units, and ESS operated in coordination to reliably supply electricity, either connected to a host power system at the distribution level at a single point of connection, or in isolated from the bulk grid [13]. For the control of microgrids, as discussed in [13] and [14], the role of the EMS in microgrids is to determine the optimal commitment and dispatch of the available DERs, so that certain objectives are achieved, such as the control of the net import/export from the main grid, minimization of losses, maximization of renewables output, minimization of fossil-fuel-based generation costs, and others.

In isolated microgrids, a high level of coordination is important to balance the demand and supply while maintaining adequate reserve margins; this can be better achieved by implementing a centralized control approach [13]. Typically, a centralized microgrid EMS is based on decoupled solutions of the UC and OPF problems or considering the UC and OPF in a unified model [15]–[23]. In the UC, demand-supply balance, reserve, ESS, ramp-up and -down, minimum-up and -down time, and coordination constraints are considered with the objective to minimize the operating costs, so that optimal commitment decisions for DERs can be obtained [15]–[18]. On the other hand, the OPF minimizes the operating costs subjected to power flow, voltage, and ESS operational constraints to determine optimal active and reactive power dispatch decisions for the DERs [19], [20].

A decoupled EMS architecture comprises of 2 layers, a UC-based scheduling layer and an OPF-based dispatching layer. Both layers are solved sequentially as discussed in [21], [22] and [23]. In order to account for deviations in the forecasts of the renewables and demand, an MPC approach is used in most EMS formulations [17], [18], [21], [23]. In this work, thus, the decoupled UC and OPF based EMS is used, incorporating the ETS model proposed herein.

B. Electric Thermal Storage System

There are several kinds of ETS systems based on the storage medium, placement of the storage, and the conversion of electric energy. The storage medium can be liquid or solid. The location of the storage can be directly in the room that is heated or somewhere central to heat the whole house (e.g. in the basement). The conversion of electric energy into thermal energy can be done either by an electric heating element, i.e. a big resistance, or by a heat pump, which is more efficient but also more expensive.

In this paper, brick-core ETS systems are considered. In these systems, the conversion of the electric energy is done by heating rods that are placed between high-density bricks in which the thermal energy is stored. These bricks are in a well-insulated box to ensure low self-discharge. To discharge the heat from the thermal storage, there is a controlled fan that blows air through air channels in the bricks. The conventional ETS systems are charged during off-peak hours when electricity prices are low [24].

For different room sizes of residential buildings, there are different sizes of brick core ETS systems available, which differ in the maximum electric power and the thermal storage size. Typical systems vary in size from 1.32 to 10.8 kW and 13.5 to 40 kWh [24].

III. SYSTEM MODEL

A. ETS Model

The schematic of house heating with ETS system is depicted in Fig. 1. The thermal demand of the house is estimated based on the ambient temperature $T_a$ and the temperature set point $T_s$, using the Smart Residential Load Simulator (SRLS) [25]. As discussed in Section II.B, an ETS system comprises an electric heating element which converts the electric input $P_{ETS}^{EL}$ into thermal output $P_{ETS}^{TH}$ which is stored in high density bricks [24]. The estimated thermal demand $P_s^{TH}$ obtained using the SRLS is considered as thermal discharge set point for the ETS. The ETS system discharges stored thermal energy to meet the thermal demand of the house, $P_s^{TH}$. In steady state, $P_s^{TH}$ would be equal to $P_s^{TH}$. $P_s^{TH}$
represents the thermal demand of typical Northern community households in the equations given next.

For the model of the ETS system, the following discrete time equations are used:

\[ E^{ETS}_{k+1} = E^{ETS}_k + (P^{ETS^{TH}}_k - P^{TH}_k) \Delta t_k - L^{ETS^{TH}}_k \quad \forall k \]  

where:

\[ L^{ETS^{TH}}_k \geq (1 - \eta_S)E^{ETS}_k \Delta t_k - P^{TH}_k \Delta t_k \quad \forall k \in \{T: (1 - \eta_S)E^{ETS} \geq P^{TH}\} \]  

\[ L^{ETS^{TH}}_k \geq 0 \quad \forall k \in \{T: (1 - \eta_S)E^{ETS} \geq P^{TH}\} \]  

\[ L^{ETS^{TH}}_k = 0 \quad \forall k \in \{T: (1 - \eta_S)E^{ETS} \leq P^{TH}\} \]  

Here, note that the self-discharge of the ETS is described by \((1 - \eta_S)E^{ETS}_k\), while \(L^{ETS^{TH}}_k\) represents the effective self-discharge of the system. As the thermal demand \(P^{TH}\) is estimated considering the room temperature to be same as temperature set point, when thermal demand is higher than the self-discharge \((1 - \eta_S)E^{ETS}_k\), thermal demand \(P^{TH}\) will be same as the sum of the thermal discharge and self-discharge of the ETS. Thus, the effective self-discharge of ETS \(L^{ETS^{TH}}_k\) is zero, as in (4). However, when \(P^{TH}_k\) is less than \((1 - \eta_S)E^{ETS}_k\), \(L^{ETS^{TH}}_k\) will be greater than zero, as given in (3) and can be calculated using (2). All other variables and parameters in these and other equations are defined in the Nomenclature section.

The conversion from electric to thermal power that is fed into the thermal energy storage can be defined as follows:

\[ P^{ETS^{TH}}_k = \eta_{ETS}P^{ETS^{EL}}_k \quad \forall k \]  

\[ E^{ETS} \leq E^{ETS} \quad \forall k \]  

\[ P^{ETS^{EL}} \leq \bar{P}^{ETS^{EL}} \quad \forall k \]  

### B. Microgrid EMS Model

The EMS problem can indeed be treated as a Mixed-Integer Non-Linear Programming (MINLP) problem, as proposed in [23], by integrating the UC and OPF models. The MINLP optimization problem was solved in [23] using the DICOPT solver, in which, first a relaxed MINLP problem was solved. Thereafter, the Non-Linear Programming (NLP) subproblems and the Mixed-Integer Programming (MIP) master problem were solved sequentially; the optimal solutions of the MIP master problem, at each iteration provided the binary decision variable which were fed into the NLP sub-problems as fixed decisions. However, such an MINLP problem requires long solution times not suitable for real-time applications, and may even sometimes fail to converge, as discussed in [23]. Hence, the widely used approach of decomposing the EMS problem ([21], [22] and [23]) into two subproblems, the UC and OPF, has been adopted in this work for obtaining efficient solutions suitable for real-time applications. Although, the obtained solutions are sub-optimal, they have been proven to be adequate for all practical purposes in isolated microgrid operations [13]. The microgrid EMS problem is decomposed into UC and OPF subproblems as shown in Fig. 2, and solved sequentially as discussed in [21], [22] and [23]. The UC subproblem is solved first, considering forecasted inputs from DERs to determine the commitment decisions. From the obtained solution, the binary decisions and boundary conditions are used as fixed parameters in the OPF sub-problem, which obtains the optimal dispatch of the DERs for the given forecast. The mathematical models of the UC and OPF sub-problems are explained next.

1) UC Subproblem: The objective function of this subproblem is to minimize the operating cost of the microgrid, including generation costs, start-up and shut-down costs of diesel generators, and the significantly high costs associated with load curtailment, and can be defined as follows:

\[ J = \sum_{g,k} \left[ (a_g P^2_{g,k} \Delta t_k + b_g P_{g,k} + c_g W_{g,k}) \Delta t_k + C_{g^{\text{sup}}} U_{g,k} + C_{g^{\text{sdn}}} S_{g,k} \right] + \sum_{i,k} \left[ C^{LC}_{i,k} P^L C \Delta t_k + x_i \mu_i C^{L} L^{ETS^{TH}}_k \right] \]  

The model constraints are presented next:

**Demand-Supply Balance:** This constraint ensures that the total generation is equal to the total power demand at every time interval:

\[ \sum_g P_{g,k} W_{g,k} + \sum_i (P V_{i,k} + P W_{i,k}) + \sum_n (P_d^{ch} - P_c^{ch}) n_{k} = \sum_i [P D^i_{k} + P D^{HC}_{i,k} + x_i \mu_i P^{ETS^{EL}}_{k} + x_i (1 - \mu_i) P^{TH}_{k} - P^{LC}_{k}] \quad \forall k \]  

Note that \(x_i\) represents the number of electric heating units in bus \(i\) while \(\mu_i\) denotes % share of electric heating replaced by ETS at bus \(i\).
Reserve Constraint: The following constraint guarantees that spinning reserve requirements for the microgrid are provided by the committed generators:

\[
\sum_g (P_g - P_{g,k}) W_{g,k} \geq R^{sv} \sum_i [PD_{i,k}^c + PD_{i,k}^f + x_i \mu_i P_{k}^{ETS+}] \\
+ x_i (1 - \mu_i) P_{k}^{TH} - P_{k}^{LC} + PV_{i,k} + PW_{i,k} \quad \forall k
\]  

(10)

Generalized UC Constraints: The following constraints represent active power generation, ramp-up and ramp-down, minimum up-time and down-time limits, and coordination constraints:

\[
P_{g,k} \leq \tilde{P}_{g,k} \leq \bar{P}_{g,k} \quad \forall g, k
\]  

(11)

\[
P_{g,k} + P_{g,k+1} \leq P_{g,k} + R^{up} \Delta t_k + U_{g,k+1} P_g \quad \forall g, k \geq 1
\]  

(12)

\[
P_{g,k} - P_{g,k+1} \leq R^{dn} \Delta t_k + S_{g,k+1} P_g \quad \forall g, k \geq 1
\]  

(13)

\[
\sum_{k:k-T_{g}^{up}}^{k-1} (1 - W_{g,k} \Delta t_k) > T_{g}^{dn} U_{g,k} \quad \forall g, k > T_{g}^{dn}
\]  

(14)

\[
U_{g,k} - S_{g,k} = W_{g,k} - W_{g,k-1} \quad \forall g, k \geq 1
\]  

(16)

\[
U_{g,k} + S_{g,k} \leq 1 \quad \forall g, k
\]  

(17)

Note that even though the DG units in microgrids have fast starting-up, shutting-down, and ramping capabilities, constraints (12)-(15) must be considered in the UC subproblem if the time resolution of the time horizon is less than the minimum start-up and shut-down times, or the time required to ramp-up/down to full capacity the respective DG units. In this work, based on [23] and [26], the minimum start-up and shut-down times of diesel generators are assumed to be 30 minutes, and full capacity ramp-up/down rates of 10 minutes are used.

Energy Storage System: The following ESS constraints include the energy balance constraint and constraints to prevent simultaneous charging/discharging, limits on State of Charge (SOC), and charging/discharging power:

\[
SOC_{n,k+1} - SOC_{n,k} = \left( P_{n,k}^{ch} - \frac{P_{n,k}^{ch}}{\eta_{n,k}} \right) \Delta t_k \quad \forall n, k
\]  

(18)

\[
CH_{n,k} + DCH_{n,k} \leq 1 \quad \forall n, k
\]  

(19)

\[
SOC_{n} \leq SOC_{n,k} \leq SOC_{n} \quad \forall n, k
\]  

(20)

\[
P_{n,k}^{ch} \leq P_{n,k}^{ch} \quad \forall n, k
\]  

(21)

\[
P_{n,k}^{ch} \leq \frac{P_{n,k}^{ch}}{\eta_{n,k}} \quad \forall n, k
\]  

(22)

Electric Thermal Storage: The ETS constraints include the energy balance equations (1)-(5), and the limits on stored energy and charging power (6) and (7).

2) OPF Subproblem: The subproblem objective function is minimization of the operating cost of the microgrid, subject to active and reactive power balance at each node limits on grid constraints (12)-(15) must be considered in the UC subproblem if the time resolution of the time horizon is less than the minimum start-up and shut-down times, or the time required to ramp-up/down to full capacity the respective DG units. In this work, based on [23] and [26], the minimum start-up and shut-down times of diesel generators are assumed to be 30 minutes, and full capacity ramp-up/down rates of 10 minutes are used.

\[
J = \sum_{g,k} [(a_g P_{g,k}^2 \Delta t_k + b_g P_{g,k} + c_g \tilde{W}_{g,k}) \Delta t_k + C_{g}^{up} \tilde{U}_{g,k} \\
+ C_{g}^{dn} \tilde{S}_{g,k} + \sum_{i,k} [C_{i}^{LC} P_{i,k}^C \Delta t_k + x_i \mu_i C_{i}^{L} L_{i,k}^{ETS+}] ]
\]  

(23)

Power Balance: The power balance equation at each bus considers the output from DG, PV and wind units, and the total power demand of loads from commercial and residential customers, taking into account ESS charging and discharging:

\[
\sum_{g \in G_i} P_{g,k} + PV_{i,k} + PW_{i,k} + x_i \mu_i T_{i,k}^{ETS+} + x_i (1 - \mu_i) P_{k}^{TH} \\
- PD_{i,k} V_{i,k}^{R} = [PD_{i,k} - P_{k}^{LC}] V_{i,k}^{R} + \sum_{n \in N_i} (P_{n,k}^{ch} - P_{n,k}^{ch})
\]  

= \sum_{i,j} V_{i,k} J_{i,k} y_{i,k} \left[ \cos(\theta_{i,k} + \delta_{j,k} - \delta_{i,k}), \forall k, i, j \right]

(24)

\[
\sum_{i \in N_i} Q_{g,k} - Q_{i,k} V_{i,k}^{R} = \sum_{n \in N_i} (Q_{C,n,k})
\]  

(25)

Here, residential and commercial loads are modeled as exponential functions of voltage.

Reserve Constraint: Even though the commitment decisions of DERs are obtained from the UC subproblem considering spinning reserves, reserve constraints still need be included in the OPF subproblem to ensure proper operating margins. Thus, equation (10) is modified in the OPF as follows:

\[
\sum_{g} (P_{g,k} - P_{g,k}) \tilde{W}_{g,k} \geq R^{sv} \sum_{i} [PV_{i,k} + PW_{i,k} + PD_{i,k}^C V_{i,k}^{R}] \\
+ x_i \mu_i P_{k}^{ETS+} + x_i (1 - \mu_i) P_{k}^{TH} + (PD_{i,k} - P_{k}^{LC}) V_{i,k}^{R} \quad \forall k
\]  

(26)

Note that \( \tilde{W}_{g,k} \) in (26) are the optimal UC decisions which are applied in the OPF as fixed parameters.

Grid Operational Constraints: These include (11)-(13) with the binary variables \( W_{g,k}, U_{g,k} \) and \( S_{g,k} \) now being known parameters and also the following equations:

\[
Q_{g,k} \tilde{W}_{g,k} \leq Q_{g,k} \leq \tilde{Q}_{g} \tilde{W}_{g,k} \quad \forall g, k
\]  

(27)

\[
V \leq V_{i,k} \leq \bar{V} \quad \forall k
\]  

(28)

\[
\tilde{I}_{i,j,k} \left( |V_{i,k}|, |V_{j,k}|, |\delta_{i,k}|, |\delta_{j,k}| \right) \leq \tilde{I}_{i,j,k} \quad \forall i, j, k
\]  

(29)

where these constraints impose limits on the reactive power generation and voltage at each node, and feeder current limits.

Energy Storage System: The ESS constraints include (18)
and (20), while (19), (21), and (22) are replaced by the following equations:

\[ \begin{align*}
    P_{\text{ch}, n,k} & = 0 \quad \forall n, k \\
    P_{\text{ch}, n,k} & \leq \bar{P}_{\text{ESS}, n} \quad \forall n, k \\
    P_{\text{dch}, n,k} & \leq \bar{P}_{\text{ESS}, n} \quad \forall n, k
\end{align*} \]

3) Implementation: As discussed in [21], [22] and [23], in the decomposition approach, UC and OPF subproblems are solved sequentially. The UC subproblem corresponding to a Mixed Integer Quadratic Programming (MIQP) problem is solved first. From the obtained feasible UC solution, the binary UC decisions and boundary conditions are used as fixed parameters to solve the OPF subproblem. The OPF subproblem is a Non-Linear Programming (NLP) problem and the obtained OPF solution will be the dispatch for the DERs.

4) Model Predictive Control: In order to capture the deviations in forecasts of renewables and demand, an MPC approach is used, in which the optimization problem is solved at discrete time steps considering updated forecast inputs on a rolling time horizon, with the obtained optimal solution being valid only for the next time step [17], [18], [21], [23], [27]. The proposed EMS approach is decomposed into two subproblems, a UC problem and an OPF problem, the UC being an MIQP problem while the OPF is an NLP problem; and accordingly the MPC intervals and horizons of the two subproblems are different. Hence, there are two MPC problems which are being solved sequentially, both based on iterative, finite-horizon optimization of a system model. Thus, from the obtained UC and OPF solutions for the time horizon \( \tau = \{k, \ldots, k + T\} \), only the solution for the current time step \( k \) is used, and at time \( k + 1 \), the forecasts are updated for a shifted time horizon \( \tau_{k+1} = \{k + 1, \ldots, k + 1 + T\} \); the whole process is repeated every time interval. In this work, a recalculation time of 5 minutes is used in the implementation of the MPC approach.

The time horizon is important for an MPC-based EMS, since the longer the time horizon, the better is the solution obtained [17]; however, this adds to the computational burden of the EMS. A reasonable time horizon for the UC subproblem is 24 hours [21]. On the other hand, since the forecasting error increases with the increase in forecast lead time, non-uniform 24 hour MPC control and prediction time intervals are considered for the UC subproblem; thus, the first 12 time intervals are of 5 minutes, the next 6 time intervals are of 15 minutes, the following 5 time intervals are of 30 minutes, and the final 19 time intervals are 1-hour long [21], [23]. For the OPF sub-problem, the control intervals are of 5 minutes for a 1 hour horizon. The MPC time intervals and horizons for both UC and OPF problems are depicted in Fig. 3.

IV. RESULTS

The EMS model is coded in GAMS [28], the UC subproblem is a mixed integer quadratic programming (MIQP) problem (linear constraints, with a quadratic objective function) solved using the CPLEX solver [29], in which the maximum absolute relative gap is set at 1%, which corresponds to a maximum difference of 1% between the best possible integer solution and the global optimal non-integer solution. The OPF sub-problem is a Non-Linear Programming (NLP) problem, solved using the SNOPT solver. This approach provides a locally optimal solution, which may or may not be the global optimal solution. However, as discussed in [13], sub-optimal solutions for EMS models are adequate for practical purposes in microgrid operation.

The developed ETS-EMS model is tested and validated on an isolated microgrid corresponding to a modified CIGRE benchmark system [21], with further modifications discussed in [23]. The proposed approach is then applied to real Northern Communities’ isolated microgrid of KLFN, Ontario, Canada to evaluate its practical application and possible benefits. The MPC based ETS-EMS framework is simulated on both systems for 6 days, from 25 to 30 January, 2015, considering the same ambient temperature profile for both test systems (KLFN data from [30] was used). The demand, wind, and solar profiles for the KLFN system are real measured data, while for the modified CIGRE test system these data are provided in [21] for a single day which are perturbed considering normal probability density functions (p.d.f.s) to simulate different days. To simulate forecast errors, normal p.d.f.s were used to perturb the actual profiles, as discussed in [23]. The ETS system self-discharge rate \((1 - \eta_S)\) used for these studies is 0.2 %/h [10].

A. CIGRE Benchmark System

The modified CIGRE benchmark system with 25% more ESS capacity, shown in Fig. 12, and in Table I is used to test and validate the developed ETS-EMS framework; the total installed capacity is 9,216 kW including all DERs, considering feeder current limits [23]. For the presented studies, 50% of the total residential demand is assumed to be electric heating demand [31]. The electric heating demand profile is obtained by using the Smart Residential Load Simulator [25], considering typical parameters of detached single houses in Canada [32].

<table>
<thead>
<tr>
<th>Node</th>
<th>DER type</th>
<th>Pmax [kW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Diesel Generator</td>
<td>800</td>
</tr>
<tr>
<td>9</td>
<td>CHP diesel</td>
<td>310</td>
</tr>
<tr>
<td>1</td>
<td>Diesel Generator</td>
<td>1400</td>
</tr>
<tr>
<td>1</td>
<td>Diesel Generator</td>
<td>2500</td>
</tr>
<tr>
<td>3</td>
<td>Photovoltaic</td>
<td>600</td>
</tr>
<tr>
<td>4</td>
<td>Photovoltaic</td>
<td>33</td>
</tr>
<tr>
<td>5</td>
<td>Photovoltaic</td>
<td>30</td>
</tr>
<tr>
<td>5</td>
<td>Battery</td>
<td>750</td>
</tr>
<tr>
<td>5</td>
<td>Residential fuel cell</td>
<td>41.25</td>
</tr>
<tr>
<td>6</td>
<td>Photovoltaic</td>
<td>50</td>
</tr>
<tr>
<td>8</td>
<td>Photovoltaic</td>
<td>200</td>
</tr>
<tr>
<td>9</td>
<td>Photovoltaic</td>
<td>212</td>
</tr>
<tr>
<td>9</td>
<td>Fuel cell</td>
<td>265</td>
</tr>
<tr>
<td>10</td>
<td>Photovoltaic</td>
<td>214</td>
</tr>
<tr>
<td>10</td>
<td>Battery</td>
<td>250</td>
</tr>
<tr>
<td>10</td>
<td>Residential fuel cell</td>
<td>17.5</td>
</tr>
<tr>
<td>13</td>
<td>CHP Microturbine</td>
<td>500</td>
</tr>
<tr>
<td>7</td>
<td>Wind turbine (inverter-interfaced)</td>
<td>1000</td>
</tr>
<tr>
<td>7</td>
<td>Wind turbine (SCIG)</td>
<td>500</td>
</tr>
</tbody>
</table>
Three cases are analyzed:
- Case I: No ETS system.
- Case II: 50% of the electric heating demand is provided by ETS.
- Case III: 100% of the electric heating demand is provided by ETS.

Table II presents a summary of the results for all cases for the modified CIGRE benchmark system. Observe that there is a significant difference in the operating cost of microgrid between Case I and the other two cases, where electric heating is provided by the ETS system, because of the load curtailment required in Case I. Thus, with the introduction of ETS systems, the peak demand is reduced by 4.9% and 4.3% in Cases II and III, respectively. It is also noted that the share of energy supplied by the ESS and the most expensive generator (G3) in the total energy dispatch, is reduced significantly from Case I to Case III, which further reduces the operating costs, and demonstrates the diminishing role of ESS when ETS is introduced. It should be mentioned that for this practical system [33], the feeder current limits were enforced but did not become active, which is consistent with what has been observed in real microgrids, where the feeder capacity is designed to be greater than the maximum system demand, as in case of the Huatacendo microgrid in Chile [17], the Bella Coola microgrid [34], and Hartley Bay microgrid in British Columbia, Canada [35], and therefore feeder limits have not been considered in the EMS models of these microgrids.

Figure 5 presents a stacked-area plots of the optimal dispatch for the first day obtained for all the cases considered. The negative areas in these plots correspond to the charging of the ESS, and the dark grey line depicts the total demand including electric heating. The black dotted line denotes the total demand including the electric heating load and including the ETS charging power. Finally, the white area below the demand line corresponds to load curtailment. Observe in these plots the following:
- In Case I, load curtailment during hours 9 and 10 takes place due to insufficient generation capacity.
- In Case II, a significant reduction in use of ESS can be observed due to the introduction of the ETS systems. In Case III, the use of ESS is almost negligible.
- With the introduction of ETS system, the use of the most expensive generator G3 is reduced. While in Case I, the share of G3 in the dispatch is 4%, which is reduced to 2.6% in Case II and further reduced to 1.9% in Case III.

Figure 6 depicts the ETS charging power, the ETS energy levels, and the thermal demand for Case III. Note that in the time Windows 1 and 5, the ETS is charged during the off-peak hours, while in on-peak hours in Windows 2 and 4,
the ETS is not charged, using the stored energy to meet the thermal demand. In Window 3, when energy from renewables is available, the ETS is charged again. This matches the dispatch and use of ETS discussed in [10].

B. Kasabonika Lake First Nation System

The KLFN system model used in this paper, shown in Fig. 7 with generator cost data given in Table III, allows to evaluate the potential contribution of ETS systems in a real existing Northern community microgrid. As the KLFN community is planning to build a new 250 kW PV plant, the system is analyzed with and without this solar plant, considering feeder current limits.

The measured PV generation data of existing 12.4 kW rooftop PV panels is used in all simulations. Measured data for the existing wind turbines is also used. There are 3 diesel units operated one a time, with a maximum installed capacity of 1.5 MW. The commercial demand is represented by the measured data from the store (SRT), the school (SCL), the police station (PLC), the nursery station (NRS), and the water treatment plant (WTP). The total residential demand profile

---

**TABLE III**

<table>
<thead>
<tr>
<th>Generator cost data for KLFN system</th>
</tr>
</thead>
<tbody>
<tr>
<td>DG unit</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>G1</td>
</tr>
<tr>
<td>G2</td>
</tr>
<tr>
<td>G3</td>
</tr>
</tbody>
</table>
is calculated from the measured total generation net of the total commercial demand profiles, assuming that losses are not really significant in this microgrid, given the length of the feeders.

In this system, 30% of the total residential electricity demand is assumed to be from electric heating demand [36]. The electric heating demand profile is obtained in this work using the Smart Residential Load Simulator [25], considering parameters of a typical KLFN house and measured ambient temperature data [30].

As in the CIGRE system, three cases are analyzed:
- Case I: No ETS system.
- Case II: 50% of the electric heating demand replaced by ETS.
- Case III: 100% of the electric heating demand replaced by ETS.

Table IV shows the results for all these cases, with and without the 250 kW PV plant. Note the significant reduction in operating costs by increasing the penetration of ETS in both scenarios; without the PV plant, the maximum cost reduction is 12%, and with the PV plant, a cost reduction of up to 22.8% is possible. Observe that the peak demand is not reduced in this system; which however, is only around 50% of the maximum capacity of the system. As with the modified CIGRE benchmark system, feeder current limits were not reached, given that the feeder capacities are typically designed to be larger than the system peak demand in such real microgrids [17], [33]–[35].

In Figs. 8 and 9, the stacked-area plots of the optimal dispatch obtained for all the cases and both scenarios of PV plant are depicted for the first day. The following observations can be made:

- The demand can be met by one of the two smaller generators at all times, since in the considered days, the demand was not high enough to dispatch the new 1.5 MW generator, G1.
- With the increase of ETS penetration, the total time G3 is ON increases (see Table IV) which highlights efficient operation of generators since G3 operates near its maximum capacity with increased ON time so that total ON time of G2 which operates at low efficient operating point due to low demand compared to its capacity, is decreased.
- Because of inclusion of ETS when system has no significant penetration of renewable power, generators G2 and G3 operate about the same amount of time, near their

---

**TABLE IV**

<table>
<thead>
<tr>
<th>250 kW PV Plant</th>
<th>Case</th>
<th>Operating Cost of Microgrid, [$]</th>
<th>Peak Demand, [kW]</th>
<th>Total ON Time [h]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>I</td>
<td>45,724</td>
<td>771</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>43,574</td>
<td>734</td>
<td>89</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>40,220</td>
<td>790</td>
<td>73</td>
</tr>
<tr>
<td>Yes</td>
<td>I</td>
<td>42,632</td>
<td>771</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>36,710</td>
<td>725</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>32,898</td>
<td>772</td>
<td>49</td>
</tr>
</tbody>
</table>

Fig. 7. Kasabonika Lake First Nation system.

Fig. 8. Dispatch for all cases for the KLFN system without 250 kW PV plant.

Fig. 9. Dispatch for all cases for the KLFN system with 250 kW PV plant.
Fig. 10. Percentage of electric heating replaced by ETS systems versus operating costs.

optimal operating point. As the PV power penetration is increased, the smaller generator is used more, as expected [36].

To analyze the reduction of cost with respect to ETS penetration, the share of ETS is increased from 0% to 100% in steps of 10% in the scenario with the 250 kW PV plant. The impact of this increase on the operating costs is shown in Fig. 10; where it can be observed that the operating cost steadily decreases as the ETS penetration increases. These results support the introduction of ETS systems in the KLFN community.

C. Sensitivity Study

In order to analyze the impact of the location, capacity and the number of ETS units on operating costs, a sensitivity study is presented, considering the KLFN isolated microgrid, using actual measured electricity demand, and output from PV and wind generators. The 6-day dispatch problem was repeated considering various commercially available ETS unit capacities of 20 kWh, 27 kWh, 33 kWh, and 40 kWh [24], and varying the number of ETS units from 4 to 40, depending on the ETS capacity. Fig. 11 shows that the total operating cost reduces with the number of ETS units in a linear manner for all ETS capacities. Also note that the overall 6-day least operating cost is obtained with 20 units of 40 kWh ETS, while for the other ETS unit capacities, the minimum operating cost increases with decrease in the ETS capacity.

Figure 12 shows the variation of total operating cost with total ETS capacity for different ETS unit capacities considered. Observe that the 40 kWh ETS is the cheapest option in most cases due to its larger charging power limits, as compared to all other ETS unit capacities.

To analyze the impact of the location of ETS systems, the 6-day dispatch problem was solved assuming that 50% of the households with electric heating have a 40 kWh ETS, and changing the number of houses per bus with ETS. As shown in Fig. 13, two ETS distributions per bus are considered, in Case 1, the ETS are located at Buses 4-9 only, which are closer to the generators; while in Case 2, the ETS are located at Buses 9-11, which are farthest from the generators. As expected, because of the typical size of the KLFN isolated microgrid, the operating costs obtained for the two cases are more or less the same, indicating that the location of ETS systems do not significantly impact the operating costs of the considered microgrid.

V. CONCLUSIONS

A mathematical model for an ETS system was presented and integrated into a decoupled UC-OPF microgrid EMS model, with an MPC approach to account for the deviations in the forecast of renewables and demand. The proposed ETS-EMS framework was tested and validated using a modified CIGRE benchmark system, highlighting the benefits of integration of ETS systems in terms of reduction in operating costs, load curtailment, and use of ESS. Additionally, the ETS-EMS model was applied to the KLFN isolated microgrid, showing a possible reduction in operating costs of up to 23%, showing that the higher the penetration of renewables, the more reduction in operating costs, with diesel units operating closer to their optimal point. A sensitivity study was also performed to analyze the impacts of the location, number,
and unit capacity of the ETS systems on the operating costs of KLFN microgrid system, illustrating that the location has negligible impact on operating costs, while the operating costs decrease linearly with the number of ETS units, and as the capacity of the ETS units increase, the operating cost decreases.
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