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Lecture 07: Sparse Recovery of Basis Pursuit (cont'd)

> Given y € C*and A € C™*", solve the basis pursuit (BP)
problem:

min ||z|]|1 s.t. |y — Az|| <7, wheren>0.
zeCn

» Goal: Study conditions on A that provide reconstruction
guarantees of (BP). /
» Last time: Null Space Property
» Today:

» Coherence Condition

» RIP Condition

From now on, we use the Theorems' numbers from the reference.



Recall: Null Space Property, (1 = ¢,
» The ¢1-error of best s-term approximation of a vector x € K":
0s(x)1 = inf{|x —z||1 : z€ K" and z is s-sparse}

> A matrix A € K™*" is said to satisfy the null space property of
order s

& [lvslly < lvse
© 2lvsly <|lv

1, Vv e kerA\ {0}, VS C [n] with |S] <'s.
|1, Vv € ker A\ {0} and

S = {indices of s largest ab.entries of v}.
< ||vll1 < 204(v)1, forall v € ker A\ {0}.

» Theorems 4.4 1. Given A € K™ ", every s-sparse vector w € K" is
the unique solution of

min ||z]j; st Aw = Az
zeKn

if and only if A satisfies the null space property of order s.

LA Mathematical Introduction to Compressive Sensing, by S. Foucart & H. Rauhut.



Recall: Stable and Robust Null Space Property

> Theorem 4.19. Let Ac C™*" and | - || be a norm on C™.
Suppose there exist constants p € (0,1) and 7 > 0 s.t.

Ivslli < pllvsells + 7| Av]| Vv € C", WS C [n] with S| < s. (1)

Let w € C" and y = Aw + e with |le|| < 7. Then a solution w# of
the £1-minimization problem

@\\Q’Q\\ L min

\ min 2y st [y - Az| <
WIS Y . |
approximates the vector w with #;-error:
lw — wh|; < MU (W) + At
1S P s 1Ty p77-

» Theorem 4.12. If n =0, 7 =0, and we only require that condition
(1) holds for v € ker A, we have the stable sparse recovery result.



Recall: /,-Robust Null Space Property
> A matrix A € C™*" is said to satisfy the /,-robust null space
property of order s w.r.t. || - || with constants 0 < p<1land 7 >0
if

lvsllz < < llvsella + 7llAvI| Vv € €7, ¥S C [n] with [S] <s.

» Theorem 4.22. Suppose the matrix A € C™*" is said to satisfy the

{>-robust null space property of order s w.r.t. || - [|> with constants
0<p<1landT>0. Then for any w € C", a solution w* of the
BPDN:

minflzly st Az~ yl2 <,
with y = Aw + e and ||e||2 < 7 approximates the vector w with:

n > 0am
Iw— w#y < Cou(w)y + Dysn, Y
HW—W#Hzéﬁas(W)ﬁDn, oy W W-

for some constants C, D depending only on p and 7.



Training and Generalization Errors Estimation

From the error estimations on the solution, we can derive the
corresponding generalization error. For example,

Suppose A € C™*" satisfies the £»-robust NSP of order s with constants
p€(0,1) and 7 > 0. Given y = Aw + e with ||e]|2 < 7. From Theorem
6.8., any solution w* of the £;-minimization problem

min ||z||1 s.t. |y —Az]; <7 o

min 2] Iy —hela<n 0 R
approximates the vector w with

Iw — w#[y < Cay(w)s + Dy/sn,
for some constants C, D > 0 depending only on p and 7, Therefore,

Iy = Aw 2 < [ly — Awllz + | Aw — Aw [l KJell2 + Al 1-2llw — w s
<0+ | Alis2 (Cos(w)s + DV/sn) -



Coherence Condition for Basis Pursuit

Recall: Let A € C™*" be a matrix with £>-normalized columns a1, ..., an.

> The ¢1-coherence function p; of A is defined for s € [n — 1] by

pi(s) == maxmax{z |(ak, aj)[,S C [n],|S| =5,k & S}.

ket jes
> The coherence p = p(A) of the matrix A is defined as

p=p(A) = max (a2

Theorem 5.15. Let A €¢ C™*" be a matrix with ¢>-normalized
columns. If

pa(s) + (s —1) < 1,
then every s-sparse vector w € C" is exactly recovered from the
measurement y = Aw via basis pursuit.




Coherence Condition for Basis Pursuit

Sketch Proof. We will prove that if pi(s) + pa(s —1) < 1, then A
satisfies the NSP:

lvslli < ||vsells Vv € ker A\ {0}, VS C [n] with |S| <'s.

Take v =(v1,...,v,)" € ker A\ {0} and S C [n] with |S| <'s. Then,

O:Av:ivjaj
0={(0,w) = <Zvjaj,ak>ka+ Z vi{aj, ak)

Jj=1j#k
n

ve=— > v(@a)=— > viga)— D wlana)

J=1.j#k JESe,jF#k LeS, bk

Z|V’<|§"'

kes



Some Properties of Coherence

(s) = max max{j; (a6, 3))1,S € [n], S| = s,k & S}

p=p(A) = max [(a,a)|-

Theorem 5.3. Let A € C™*" be a matrix with ¢>-normalized columns
and let s € [n]. Then

1. p<p(s) <sp<s foralll1<s<n-—1.

2. max{pa(s), pa(t)} < pa(s + t) < pa(s) + pa(t), for all
1<s,t<n—1withs+t<n-—1.

3. For all s-sparse vector x € C", we have

(1= pua(s = 1)x[13 < Ax[3 < (1 + pua(s — 1)) Ix[13-

Proof. See Lecture0304 slides or Theorem 5.3. in the Reference.



Some Properties of Coherence

Theorems 5.7& 5.8 (Welch bound). Let A € C™*" be a matrix with
n > m and ¢-normalized columns and let s € [n]. Then

1. The coherence of A satisfies

2. The f1-coherence of A satisfies

pi(s) >'s % whenever s < +v/n—1.

Equality holds iff there exist constants ¢ > 0 and A\ > 0 s.t.
[(ai,aj)| =¢c, Vi,j€ln], i#j; and AA" = %Idm.

If those conditions are satisfied, we say the columns of A form an equiangular
tight frame.




Some Properties of Coherence

Proof. 1. See Theorem 5.7. in the Reference.
The main idea is to evaluate tr(A*A) and tr(AA*) using the following
properties: For any matrix H € C™*™ and B € C"™*™,

tr(H) = (H,1dm)e < |H||FldmllF = vmy/tr(HH*).
tr(AB) = tr(BA).
2. See Theorem 5.8. in the Reference.
Remark. If the equality of the Welch bound holds, m cannot be
arbitrarily large (see Theorem 5.10. in Reference). Indeed, let A € K™*"

be a matrix with n > m and />-normalized columns. If the columns of A
form an equiangular tight frame, then

1. nzw when K = R.

2. n=m?> when K=C.



Number of Measurements for Basis Pursuit Using
Coherence Condition

Summary: Let A € C™*" be a matrix with ¢,-normalized columns.

» Coherence condition: If py(s) + p1(s — 1) < 1, then every s-sparse
vector w € C" is exactly recovered from the measurement y = Aw
via basis pursuit.

» Welch bound:

n—m

m(n—1)°
,1_)/(/. (s) T M (S“L) 7 (&S‘D/*(ﬁ)?@g'i) 6%—(—6

) > (8 1) (o)

NV\(‘W‘{“’@/Q )L) 7 M'C‘QS_D (ipne
w(is 845 S@s)° S m 7 C8

1(A) >



Number of Measurements for Basis Pursuit Using

Coherence Condition 9e&
(ut)s € G ° < [©
¢ o ™

» So, if m> Cs? and pu < —,/every s-sparse vector w € K” is
m

is exactly recovered from the measurement y = Aw via basis
pursuit.

Remark. Using coherence condition for (BP), we cannot relax the
quadratic in m > Cs?. For example, choose

m=(2s-1)%/2, n>2m, s<+n-1.

Then
a(s) + (s — 1) > 1.



Restricted Isometry Property
+71~£ <___- e o 2 CS&%C“‘>

© 3,9 mz cg%[——) + A vaom malix = §S<

R

matrix A € C™*" is the smallest § > 0 such that
(1= 8)lIx[5 < [|Ax|5 < (1+6)Ix|13
for all s-sparse vector x € C". Equivalently,

0 = AtAs — Id
5= IR |AsAs — Id|[2-2.

Definition. The s restricted isometry constant d; = d5(A) of a

LP

T sx0,  MAxl el Y s-spers

Vet oc & (EV’_



RIP Theorems

7

Theorem 6.12. Suppose A € C™*" satisfies the RIP condition:

BP IHT HTP OMP
q T T T
02s < —— | Ops < —= | 0os < —= | O13s < =
77 0 IV BV T B
=~ 0.6246 =~ 0.5773 ~ 0.5773 | ~ 0.1666

Then for any w € C" and y € C™ with ||y — Aw/||» < 7, a solution w# of
the /1-minimization:

i t Az—y2 <
min [lz]ls st [[Az = yll2 <,

approximates the vector w with errors (C, D depend only on dy;):

lw — w#|y < Cos(w); + Dv/sn.

-

C
[w — w2 < ﬁas(w)l + Dn.




RIP Theorems

Theorem 6.21. Suppose A € C™*" satisfies the RIP condition:

BP IHT HTP OMP
s 1 T T
0os < —— | Ops < —= | 0ps < —= | O13s < —
2. \/H 6. \/§ 6. \/g 13 6
=~ 0.6246 =~ 0.5773 ~ 0.5773 | ~ 0.1666

[w —w"[l2 <

NG

C
—=0s(W)1 + Dllefl2 + 2" wl|

QG(O/O
Q:Q(SGS

Then for any w € C" and'y € C™ with y = Aw + e, the iteration w" of
the IHT and HTP for y = Aw +e, w® = 0 and s is replaced by 2s satisfies

Iw —wlls < Cos(w)s + D3]l + 20"V5]wl.  LET, TP
-_—;-s"




Reference

Chapters 4, 5, and 6, A Mathematical Introduction to Compressive
Sensing, by S. Foucart and H. Rauhut.



