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The emergence of the Function-as-a-Service (FaaS) paradigm enables software developers to focus on business logic all the while

entrusting the service provider in a serverless environment to elastically scale up during a burst of requests or scale down when

request rates are low. One of the key enablers of FaaS is the widespread adoption of containerization technology such as Docker, which

packages software into images that can be loaded and executed in any other computer running the Docker engine. An encumbering

limitation of FaaS is significant overhead when downloading these images to newly instantiated workers from a centralized image

repository. Large bursts of requests cause new workers to be instantiated and lead to so-called "cold-start" latencies. Recent works

have investigated distributed image registries in the flavor of downloading images from existing workers and the scheduling of

functions with knowledge of the server resource availability and function request information separately. However, the scheduling

of functions in servers distant from existing images can lead to sub-optimal function completion times, especially in the context

of a bursty workload. FaaSFabric addresses these issues by incorporating the information of image locations into the scheduling

decisions. In this paper, we present fine-grained overhead breakdowns of workload traces, a Mixed Integer Linear Program (MILP)

formulation of incorporating distributed image registry information in request allocation decisions, a justification of the potential of

Deep Reinforcement Learning (DRL), and a proposed DRL formulation. We also demonstrate that in a simple workload, image pulling

can take up to 80% of the total function completion time on average, which shows the potential for a distributed image registry-aware

scheduler to outperform baseline and state-of-the-art schedulers.

1 INTRODUCTION

In recent years, the Function-as-a-Service (FaaS) paradigm has become increasingly popular in the software development

community. It is a trend away from monolithic on-site-hosted servers to modularized cloud-hosted functions. It has
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gained widespread adoption especially in event-driven contexts such as video encoding in the case of Netflix [4]. FaaS

is typically implemented in a "serverless" environment where service providers execute the developer’s functions on a

shared cluster of servers. This allows service providers to elastically provision resources among tenants, reduce costs

from idle servers, as well as reduce marginal infrastructure costs, thus achieving economies of scale. This reduces costs

for both the service provider and the tenants. AWS Lambda [5], Microsoft Azure Functions [19], Google Cloud Function

[10], IBM Cloud Functions [12], and Alibaba Cloud Function Compute [3] are a few of the major cloud providers that

offer FaaS platforms.

Two key drivers of FaaS adoption include the development of light-weight containerization technology and the

dynamic and bursty nature of compute workloads. Using containers to deploy cloud functions has been gaining

popularity[28]. Containers are more suitable for heavy workloads like machine learning, data analytics, and video

processing which often require large dependencies. Such workloads are difficult to support otherwise with limited

function package support. Containerization technology, such as Docker, packages application code, written in any

programming language such as Python, Java, NodeJS, Go, etc., along with system libraries and tools into a file called a

container image and then deploys it to any computer running the Docker Engine. Containers isolate the computation

environment by running as an isolated process in the user space and including the file system in the image. This prevents

dependency issues when running on a different computer and allows flexibility onwhat computer performs the execution.

On the other hand, virtualization technology such as virtual machines perform heavyweight isolation and replication by

making a complete copy of OS and necessary system libraries [2]. The lightweight nature of containerization technology

compared to virtualization enables function code to be loaded onto servers and removed relatively quickly, avoiding

unnecessary costs incurred from idly waiting. Meanwhile, the dynamic and bursty nature of compute workloads causes

the static allocation of servers for any service to be sub-optimal in resource utilization efficiency and other costs from

uncompleted requests due to resource unavailability timeouts [6]. Instead, a variable allocation of resources based on

the demand performs better resource utilization efficiency as well as service performance. This is commonly referred

to as elastic resource allocation due to the nature of increasing and decreasing the amount of resources provisioned

on-the-fly.

This paper focuses on the service provider side of the paradigm. The major high-level objective is to maximize

resource utilization efficiency while minimizing average function completion time. Maximizing resource utilization

implies that idle resources are automatically and swiftly reallocated for use by other functions. Meanwhile, in order to

minimize average function completion time, the service provider’s infrastructure must provide minimal overhead while

keeping function code replicated and loaded in servers in a warm state, ready to be executed. While essentially all
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commercial cloud FaaS providers provide Service-Level Agreements (SLAs) in terms of service availability, practically

all of them do not provide performance guarantees and serve functions on a best-effort basis [20]. The aim for the

service provider is then to balance these objectives to provide the fastest service with the lowest costs.

As a new paradigm, FaaS has its limitations. In particular, platform overhead produced in applications modularized

into many small functions tend to be significant relative to the execution time of the functions. This is because the

function images may need to be loaded and executed on a server separately for each invocation. As observed in

production serverless systems such as Alibaba Cloud Function Compute [28], a large portion of the total function

completion time is attributed to pulling the image into an execution node. This delay is also known as a cold start. This

type of issue occurs when the system uses a centralized image registry and receives a burst of requests. As a large

number of requests arrive in the system, a proportionally large number of new servers request the function image from

the centralized image registry, inciting a network bottleneck at the image registry.

In order to address the Docker image distribution problem, recent works have proposed the usage of distributed

image registries. An example of such registries is Kraken from Uber [27], which uses a peer-to-peer (P2P) mode of

communication. The nature of a P2P network works best when needing to distribute large images to multiple nodes. It

does so by defining two types of agents: a seeder and a leecher. First, the data of interest is broken down into chunks.

Then a seeder distributes this to another leecher node. Afterwards, as the leecher node receives the chunk, it can then

become a seeder and send that chunk to another leecher node. By distributing different chunks of the data to different

leechers based on which chunks they are missing, a greater portion of the overall network is utilized in comparison to

all clients downloading data from a centralized server cluster.

Another distributed image registry uses a binary tree structure [28]. This structure allows newly instantiated

servers to download the image while limiting the likelihood of network bottlenecks. However, such works have not

considered the optimization of function allocation in the context of a dedicated distributed image registry with bursty

workloads. In the study of optimizing function allocation, several works have implemented linear programs as well as

deep reinforcement learning (DRL) solutions to minimize average function completion time. These models generally

incorporate information about the availability of resources in running servers as well as function metadata such as

requested memory and average initialization time into the allocation decisions[31]. FaaSFabric improves on this by

further incorporating the replication information of images in distributed nodes to minimize the delays incurred from

pulling images, thus optimizing the average function completion time.

Modern FaaS scheduling algorithms treat the function allocation problem as a bin-packing problem[29]. Using the

counts of function requests and their corresponding memory requirements, the scheduling algorithm calculates the
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minimum number of servers to serve these requests. While the co-location of function requests due to the bin-packing

algorithm reduces cold starts by attempting to minimize the changes in number of servers, it also leads to performance

degradation due to many function requests sharing the same resources in a server and thus receiving a smaller slice of

CPU time and virtual memory [29, 31]. The typical workaround for this issue in commercial services is to limit the

number of in-flight requests at each server, which also causes fragmentation of server resources that lead to sub-optimal

resource utilization. It is shown that commercial FaaS platforms such as AWS Lambda still use a bin-packing type of

scheduling algorithm [29].

The bin-packing algorithm is often implemented as an integer linear program, which incurs temporally expensive

calculations. This is often impractical in the context of FaaS where thousands of requests must be served in the order of

milliseconds [29, 32]. Heuristic bin-packing algorithms have also been proposed [7, 9] to address the prohibitively long

calculations while maintaining a reasonable level of optimization in terms of average function completion time. However,

the order of magnitude of scheduling overhead incurred by such algorithms are still considerable. Furthermore, these

heuristics often do not incorporate the bursty nature of FaaS workloads, and would thus fail to adequately provision

servers and resources in the time scale of a burst of requests [21]. Works such as [33] propose a model that incorporates

the time-series nature of workloads and optimizes the allocation of servers using predictions of the workload; however,

the work does not provide a practical implementation beyond a quadratic programming solution in the context of

FaaS. To validate that the incorporation of image replication information improves function allocation decisions, a

Mixed-Integer Linear Programming model could be designed and implemented.

Deep Reinforcement learning is a strong candidate to address the limitations of bin-packing and linear program

solutions. In FaaSRank, a score function is learned by the machine learning model to address the issues of incorporating

thousands of server information, enabling cluster scalability, as well as the huge action space of scheduling thousands

of functions to any of thousands of servers [31]. When an invocation is received, the score function is applied to each

server to calculate a rating and the server with the highest rating is selected for the allocation. The strength of this type

of machine learning formulation is that the model’s inference can be completed in the order of magnitude of function

execution times. Meanwhile, it can also be scalably implemented by executing the scoring of each server in parallel.

This is also a benefit of this model in comparison to a standard machine learning output formats which have a fixed-size

output length representing the maximum number of servers in the service provider’s infrastructure.

In order to tackle these problems as well as verify that the pulling of images to new servers is a significant bottleneck

on the critical path, a fine-grained breakdown of the different overheads incurred in a function invocation must be

measured. The open-source serverless platform OpenWhisk is used in this project due to its popularity in the software
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development community and other works. In OpenWhisk, the path of a request can be divided into five invariable

stages: authentication, scheduling, queuing, image pulling, code initialization, and execution. However, the current

system only reports metrics in terms of: "wait time", "init time", and execution duration. In OpenWhisk, a executor node

is called an Invoker. The "wait time" is time spent between the controller receiving the activation request and when

the invoker provisioned a container for the action. The "init time" is the time spent initializing the function after the

content of the source code has been downloaded to the invoker. More work, as presented in this paper, is needed to

achieve fine-grained measurements to pin-point areas of improvement in the system as well as to validate the overall

improvement achieved by the proposed model.

Due to limitations in time and resources, the implementation of the DRL model will not be completed. Instead, a

formal justification of the potential for reinforcement learning to provide improvements in the system and supporting

measurements will be provided alongside a proposed formulation of the DRL solution.

The main contributions of this paper are:

(1) Fine-Grained Breakdown of Platform Overheads

(2) MILP formulation for incorporating distributed image registry information

(3) Justification of Potential for Reinforcement Learning

(4) Proposed Deep Reinforcement Learning Formulation

2 BACKGROUND ANDMOTIVATION

In this section, we describe FaaS platforms and existing function scheduling algorithms. To demonstrate the necessity

for an intelligent scheduler, we offer an example considering a scenario in a realistic FaaS infrastructure. We also show

how reinforcement learning is used to learn scheduling policies.

2.1 Distributed Image Registry

A number of solutions exist on distributed docker image registries. Among the notable ones is Kraken[27]. It supports

image management, replication, and distribution in rapid cloud environments. It is highly scalable and provides

availability guarantees. The Kraken architecture consists of a tracker that orchestrates participating nodes to form

a pseudo-random, regular, highly connected graph. These nodes then share data in a similar fashion to BitTorrent.

One limitation of Kraken is that it requires dedicated hosts to seed the content to the network. Another solution

is Dragonfly[1] which is also a P2P-based image distribution system specifically designed to speed up large scale

distribution. It comprises of four components: a manager, scheduler, df-daemon and CDN. The manager is responsible
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Fig. 1. Components of typical FaaS Architecture

for handling the relationship between each P2P cluster. The scheduler selects the optimal download peer while the

df-daemon provides multiple command download tools that support download capabilities. The CDN is responsible for

downloading tasks, caching data, and minimizing traffic. It is a root node in the P2P network. Dragonfly maintains a

few nodes that coordinate every chunk of data in the cluster. Therefore, throughput is limited by performance of these

few nodes. Finally, DADI[15] is another work that supports managing and distributing images to reduce the container

startup time. It relies on P2P architecture to balance network traffic among participating nodes. It specifically divides

images into block-based layers such that each layer corresponds to a set of file changes in the given file system. It

facilitates fine-grained on demand data transfer of images, efficient online decompression, and efficient modification of

large files. We believe that these P2P image distribution approaches are complementary to our work. We can use the

replication information from these systems and feed it into our DRL model to optimally decide function placement.

2.2 FaaS and Function Scheduling

FaaS platforms generally take on the architecture shown in 1. The architecture includes components of an API gateway,

also called a frontend, a scheduler with load balancers, and multiple execution servers. In FaaS, numerous clients are

expected to make several requests to the frontend. These requests are then allocated to the servers by the scheduler,

and the result will either be synchronously returned, or asynchronously saved to a database for later retrieval. Both

commercial and open-source platforms generally use traditional algorithms for function scheduling. For example, a

bin-packing strategy is employed by AWS Lambda, which tends to introduce performance problems [29]. On the other

hand, greedy packing strategies also introduce resource contention, which introduces further performance degradation.
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Fig. 2. An illustrative example of non-trivial optimization opportunities in a FaaS platform with a distributed image registry

Meanwhile, previous works have shown that human-designed schedulers cannot handle complex scenarios in the FaaS

environment showing that there is a need for intelligent schedulers [31].

Other works have also shown the need to optimize image pulling delays as up to 60% of functions incur image pulling

delays that consume at least 72% of the total function completion time (FCT) in production systems [28]. These works

have suggested the use of a distributed image registry to reduce download durations. This increases the maximum

throughput for pulling each image and increases availability by image chunk / layer sharding [28]. However, these

distributed image registries add costs to the provider in terms of memory in order to achieve better latencies. In order

to maximize the benefits of these added costs, intelligent and coordinated decisions must be made by the distributed

image registry as well as the function scheduler. These intelligent decisions are elaborated on in Section 2.3.

Docker images used in production tend to be built on top of "slim" or "alpine" images, which are slimmed down

images of popular runtimes such as Python, Java, NodeJS, etc. For reference, python images can be in the range of

300MB to 800MB [26, 28], meanwhile OpenWhisk’s base runtime images are in the order of 600MB to 900MB.

In order to address the large image pulling delay problem, FaaSFabric proposes a DRL model that incorporates

distributed registry information into scheduling decisions.

2.3 An Illustrative Example

Figure 2 shows the motivation of the project. Modern schedulers incorporate the information of available resources

in each server [31]. This type of scheduler will tend to prioritize servers with available resources, but not necessarily

currently hosting the correct image. Meanwhile, other classic algorithms such as bin-packing aim reduce the total
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number of servers and thus will tend to prioritize the same servers which already have the correct image loaded, but

may not properly utilize the available resources. In Figure 2, client requests include the required image as well as the

required memory units. It is shown that a balance of server resources and image availability has to be struck and adapted

to by the scheduler. This can be done by incorporating more information with regards to image pulling. For example,

Request(B, 3) can be allocated in either 𝐼𝑛𝑣𝑜𝑘𝑒𝑟1 or the 𝐼𝑛𝑣𝑜𝑘𝑒𝑟3, which both have adequate memory availability. If

both invokers hosted the image for function B, any of the first or third invoker can be selected. However, since the

image must be replicated from 𝐼𝑛𝑣𝑜𝑘𝑒𝑟2, the invoker with higher network capacity or lower latency to the nodes with

the required image should be selected, which is 𝐼𝑛𝑣𝑜𝑘𝑒𝑟3. In addition, it is important that an adaptive algorithm is used

to handle the variability in burstiness of workloads just as static allocation of resources is never optimal in a dynamic

setting [6].

2.4 Deep Reinforcement Learning

In reinforcement learning, two main types of entities are defined: 𝑠𝑡𝑎𝑡𝑒 and 𝑎𝑐𝑡𝑖𝑜𝑛. A reinforcement learning algorithm

then generates predictions of the future state 𝑄 (𝑠𝑡𝑎𝑡𝑒, 𝑎𝑐𝑡𝑖𝑜𝑛) and selects the best course of action. This is typically

done using a neural network (NN) that contains weights and biases for a few layers. The algorithm then "learns" by

adapting the weights and biases of its neurons based on the actual future state obtained in the system for the selected

action. A "deep" reinforcement learning (DRL) algorithm simply means that the NN contains hidden layers that are

capable of generating its own features based on the inputs [30].

FaaSFabric learns to schedule functions using DRL as inspired by FaaSRank [31]. Through multitudes of sequential

decisions, and DRL agent learns how to achieve the most benefit from the decisions through repeated interaction with

an environment and accumulating information from previous iterations. It does this by adjusting the internal weights

and biases of neurons in its neural network based on the output state after performing an action.

In order to learn the impact of long-term actions such as increasing or decreasing the number of servers in the cluster,

the DRL agent is also able to learn the correlation through neural layers that act as memory, such as in an LSTM neural

net [24]. The DRL agent is then capable of learning the correlation of certain decisions in its action space with rewards.

Real-world applications of DRL include data processing clusters [17], network optimization [8], and mobile edge

computing [16].

The benefits of DRL compared to classic optimization algorithms lie in its generalizability, better speed and accuracy

due to lack of erroneous human-designed assumptions, as well as ability to incorporate a global view of the problem

and historical data. While problems such as over-fitting exist in machine learning models, most well-trained models are

able to outperform classic algorithms and human decisions [31] in problem sets and contexts it has never seen before.
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Meanwhile, due to the fixed neural network architecture, the time complexity of calculations can be considered constant

except in the case of sequential inputs, which are at most in the linear order of the number of inputs. This hints at great

potential for scalability in the application of machine learning in real-time decisions. In addition, classical algorithms as

well as heuristics and feature selection all suffer from erroneous human-designed assumptions that negatively affect

the performance of the algorithm [31]. Through training, the DRL model automatically learns which features are more

important and hold precedent over others. It is also able to incorporate a global view of the problem. For example,

maximizing rewards using the context of all servers and functions at the same time, and also optimizing decisions based

on arbitrarily distant decisions in the past through memory layers, as compared to having to select a fixed, error-prone

window of inputs. This is important due to the well-recognized relation that a local optimizations for individual stages

in a series of actions is guaranteed to under-perform compared to globally-targeted optimizations, which incorporates

information from all stages in the series of actions [14]. Due to these benefits and potential for scalability as well as

greater global performance, DRL is chosen as the neural network that implements the scheduler.

3 OVERVIEW

FaaSFabric is a serverless function scheduler that makes intelligent decisions using neural networks. Scheduling events

on FaaS systems entails orchestrating the execution of a function across a distributed cluster. FaaSFabric uses long-

running stateful controllers to collect information about the clusters state. The scheduler is activated by an event-driven

function request. It uses the cluster state, function request, and image replication information as inputs and produces a

scheduling action, i.e., select the server to schedule the incoming function invocation on.

3.1 Challenges

FaaSFabric aims to tackle four major problems in scheduler design:

(1) Global View Assessment. The assessment of server relevance with regards to a particular function request

is non-trivial. Several factors including CPU, Memory, Disk I/O, and Network bandwidth availability, as well

as function image availability all impact with various trade-offs as described in Section 2.3. In order to address

this, FaaSFabric incorporates all of the variables and learns the optimal weighting for each variable, whereas

including all of this information in classic algorithms becomes overcomplicated.

(2) Scalability. In order to achieve horizontal scalability, as more nodes are added into the system, a proportionally

higher throughput of requests should be manageable while introducing minimal additional overhead. This is an

issue that many traditional schedulers face that reinforcement learning has potential to overcome. In particular,
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learning a score function enables parallel evaluation of servers, which cuts down the scheduler overhead in

both an increasing and decreasing number of servers in the system. This is significantly faster in comparison to

traditional machine learning models or classical algorithms that have a fixed-length output to map thousands of

actions.

(3) Elasticity. As a burst of requests arrive, the system should minimize the impact of cold start latencies as new

servers have to be provisioned to host specific function request images. In order to do so, a non-trivial number of

warm servers must be kept. A static allocation of such buffer is sub-optimal due to changing request rates in a

dynamic workload. While some works have attempted to incorporate the time-series nature of FaaS workloads

using predictions given a fixed window, it is noted that such methods are limited by the quality of predictions as

well as the arbitrarily set window length k, which can be optimal using different values for different workloads

[33]. A reinforcement learning model is capable of addressing this issue by learning the optimal buffer for

different granularities of function types and at different stages of a workload in the case of online learning.

(4) Adaptive Resource Utilization. In order to reduce costs for the service provider, which in the end also impacts

the users, server resources must be utilized efficiently. Related to the elasticity challenge, the system must

avoid over-provisioning resources to a non-trivial extent. Classical algorithms and other works fail to address

the utilization of these servers in conjunction to minimizing the average function completion time of bursty

workloads.

3.2 Objectives

FaaSFabric optimizes two major components in a FaaS context, minimizing the Average Function Completion Time

(Average FCT) and maximizing Resource Utilization (RU).

Average Function Completion Time is defined as the summation of all function completion times divided by

the total number of invocations 𝑁 as shown in equation (1). Function completion time for request 𝑖 is then described

in equation (2), where it is the sum of the following delays: authentication, scheduling, queue, image pulling, and

execution. A typical strategy to achieve a minimum for average FCT, is to keep servers warm and minimize the image

pulling overhead.

𝐶 =

∑𝑁
𝑖=1𝐶 (𝑖)
𝑁

(1)

where:

𝑁 is the total number of function invocations
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𝐶 (𝑖) is the completion time of request 𝑖

𝐶 (𝑖) = 𝐴 (𝑖) + 𝑆 (𝑖) +𝑄 (𝑖) + 𝑃 (𝑖) + 𝐸 (𝑖) (2)

where:

𝐴 (𝑖) is the authentication delay of request 𝑖

𝑆 (𝑖) is the scheduling delay of request 𝑖

𝑄 (𝑖) is the queuing delay of request 𝑖

𝑃 (𝑖) is the image pulling delay of request 𝑖

𝐸 (𝑖) is the execution time of request 𝑖

Average Resource Utilization Efficiency is defined in equation (3) as the sum of CPU, Memory, Disk I/O, and

Network I/O resources efficiencies weighted by lambda variables _𝑐 , _𝑚 , _𝑑 , and _𝑛 respectively for time slices 𝑘 from 1

to 𝐾 , all divided by 𝐾 . Resource utilization efficiency for any resource 𝑟 at time slice 𝑘 , 𝐸𝑟 (𝑘) is defined in equation

(4) as the sum of usage 𝑢𝑟 ( 𝑗, 𝑘) for every server 𝑗 from 1 to𝑀𝑘 , the total number of servers at time 𝑘 divided by the

amount of provisioned resources 𝑎𝑟 ( 𝑗, 𝑘) for every server 𝑗 from 1 to 𝑀𝑘 . In order to maximize resource utilization

efficiency rates, functions of different types which utilize CPU, Memory, Disk I/O, and Network differently should be

co-located in a server depending on the amount of each resource provisioned to that server and idle servers should be

switched off. These lambdas can be reasonably set as the ratio of costs for each resource type. For example, lambda disk

than memory since disk resources are often cheaper than memory.

𝐸 =
1
𝐾

𝐾∑︁
𝑘=1

(_𝑐 · 𝐸𝑐 (𝑘) + _𝑚 · 𝐸𝑚 (𝑘) + _𝑑 · 𝐸𝑑 (𝑘) + _𝑛 · 𝐸𝑛 (𝑘)) (3)

where:

K is the total number of time slices

𝐸𝑐 (𝑘) is the CPU resource utilization efficiency at time slice 𝑘

𝐸𝑚 (𝑘) is the memory resource utilization efficiency at time slice 𝑘

𝐸𝑑 (𝑘) is the disk I/O resource utilization efficiency at time slice 𝑘

𝐸𝑛 (𝑘) is the network I/O resource utilization efficiency at time slice 𝑘

𝐸𝑟 (𝑘) =
∑𝑀𝑘

𝑗=1 𝑢𝑟 ( 𝑗, 𝑘)∑𝑀𝑘
𝑗=1 𝑎𝑟 ( 𝑗, 𝑘)

(4)

where:

𝑀𝑘 is the total number of servers at time slice 𝑘
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𝑢𝑟 ( 𝑗, 𝑘) is the total usage of 𝑟 of server 𝑗 at time slice 𝑘

𝑎𝑟 ( 𝑗, 𝑘) is the total provisioned resource 𝑟 of server 𝑗 at time slice 𝑘

𝑟 ∈ {𝑐 := 𝐶𝑃𝑈 ,𝑚 := 𝑀𝑒𝑚𝑜𝑟𝑦,𝑑 := 𝐷𝑖𝑠𝑘, 𝑛 := 𝑁𝑒𝑡𝑤𝑜𝑟𝑘}

3.3 Hypothesis

The hypothesis of the project is that if distributed image registry information is incorporated into scheduling decisions,

then image pulling delays can be reduced, reducing average function completion time across all function requests while

maintaining high resource utilization by not simply replicating images in all nodes. An implementation using MILP can

show that the image pulling delay is optimized when distributed image registry information is considered. However,

MILP algorithms are notoriously slow in actual calculations, especially in the context of short-lived functions in FaaS,

and are thus not practical in production environments.

4 DESIGN

4.1 Distributed Image Registry

In FaaSFabric, image registry nodes reside in the same machines that host invoker nodes, but are virtually separate to

enforce performance isolation. The image replication information is in the format of a graph with nodes as the servers,

node information as a one-hot encoding of base and function image replication as well as their warmth statuses, edges

as virtual network connectivity and edge information as a running average of latency between nodes. By having the

image replicated across multiple nodes, a new server can be instantiated faster by downloading different chunks of the

required image from different servers in a peer-to-peer fashion than downloading the whole image from a centralized

image registry. This is critical to minimize the duration cold-start latencies.

4.2 Server Scheduling Assessment

FaaSFabric assesses the relevance of a server to a function call based on three types of information: server, function, and

distributed image placement. Beyond the image placement information, the data collected from servers are inspired by

FaaSRank [31]. FaaSFabric gathers resource consumption information from each server, as shown in Table 1. In the table,

Δ represents the change in resource utilization given the sampling interval. Within the server, the different metrics are

categorized as: CPU, memory, disk I/O, network I/O, and the set of images stored in the server. When a function is

received the requested function image, requested memory, and average function initialization time is collected. In order

to consolidate the image dependency for the function, the set of images is converted into a boolean that indicates the
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Fig. 3. Components of the deep reinforcement learning neural network.

presence of the required image. Finally, the information from the distributed image registry is integrated by injecting

the nodes and edges state into the model via a Graph Neural Network (GNN) encoder [34]. A flat feature vector is then

created from the state information as input to the DRL model. An Actor-Critic model is used to generate the score

function due to its effectiveness in reducing training variance and delivering faster convergence[13]. Figure 3 shows

the design of the DRL neural network.

4.3 Score Function

A score function is learned by the DRL agent in order to overcome the fixed-sized output limitations of typical machine

learning models. In the case of a score function, each server can be scored in parallel and thus limits the action space of

decisions by the DRL agent to allocations of individual functions to any server, rather than deciding the allocations of

all functions to all servers at the same time. The use of a score function is inspired by [18]

At any time 𝑡 , FaaSFabric will receive the neural-network-encoded state information as described in Section 4.2.

The final concatenated vector is then used as input to the Actor and Critic networks to learn the appropriate score

function. Through the composition described in Section 4.2, FaaSFabric’s overall network is end-to-end differentiable.

FaaSFabric’s scoring function does not need manual feature engineering; that is, nothing is hard-coded in the score

function. FaaSRank learns what is important for computing a priority score given a state vector through training.

FaaSFabric’s architecture is also lightweight because it employs the same scoring mechanism for all servers and function

invocations.

Training. The training of the DRL agent would be done in epochs. Using workload generators from ServerlessBench

and traces from the Microsoft Azure dataset [23], the dataset would be divided into 1000 episodes. Of these episodes,

20% would be randomly selected as the test set, 60% as the training set, and 20% as the validation set. The datasets would

be analyzed to ensure a fairly even distribution of burst scenarios in each dataset. In order to perform the training, the
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Metric Description

1. Server Information
Δcpu_user CPU time in user mode
Δcpu_nice CPU time executing prioritized processes
Δcpu_kernel CPU time in kernel mode
Δcpu_idle CPU idle time

Δcpu_iowait CPU time waiting for I/O to complete
Δcpu_irq CPU time handling HW interrupts

Δcpu_softirq CPU time handling software interrupts
Δcpu_steal CPU time spent by other operating systems

Δcpu_ctx_switches Number of context switches
cpu_freq Frequency of the CPU

cpu_load_avg Average system load over the last minute
memory_free Physical RAM left unused by the system

memory_buffers Temporary storage for raw disk blocks
memory_cached Physical RAM used as cache memory
memory_percent Percent of memory used

Δdisk_read Number of disk reads completed
Δdisk_read_merged Number of disk reads merged together
Δdisk_read_time Time spent reading from the disk
Δdisk_write Number of disk reads completed

Δdisk_write_merged Number of disk writes merged together
Δdisk_write_time Time spent writing to the disk
Δnet_byte_recv Network Bytes received
Δnet_byte_sent Network Bytes sent

inflight_invocations Number of inflight requests in the server
2. Image Placement Information

base_images Indices of base images in the server
function_images Indices of function images in the server
warm_images Indices of warm function images in the server

3. Function Information
requested_image Image index requested by the function
requested_memory Memory requested by the function

init_time Measured function cold initialization time

Table 1. Resource utilization metrics incorporated into the deep reinforcement learning model

OpenWhisk environment and DRL agent are cleanly set up before each episode and trained online for the training set.

The online training indicates that the DRL agent makes decisions only based on the state information available at the

time and does not know about future states. A single DRL agent is used for the training. For optimization, an AdamW

optimizer could be used following [31].

Reward Function. The training of the DRL agent requires a reward function that incorporates both objectives

described in Section 3.2. The goal of the DRL agent is to maximize the expected reward in equation 5. The expected

reward 𝑅(𝑡) consists of the resource utilization efficiency 𝐸𝑡 for efficiency of requests up to time 𝑡 while penalizing the
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average function completion time 𝐶𝑡 for average FCT of requests up to time 𝑡 . The weight of the two objectives are

balanced by the hyperparameter _𝑓 as the weight of function completion time. By increasing the hyperparameter _𝑓 ,

a higher priority is given to reducing the average function completion time at the potential cost of having more idle

resources.

𝑅𝑡 = E
[(

1 − _𝑓
)
· 𝐸𝑡 −

(
_𝑓

)
·𝐶𝑡

]
(5)

4.4 Bin-Packing

The bin-packing model described as a MILP formulation in this section incorporates predicted image pulling delays

based on network connection metrics and image replication information.

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐾 = 𝑐1 ·
𝑀∑︁
𝑗=1

𝑦𝑖 + 𝑐2 ·
𝑁∑︁
𝑖=1

𝑀∑︁
𝑗=1

𝑝 (𝑖, 𝑗)𝑥𝑖 𝑗 (6)

Where:

𝑝 (𝑖, 𝑗) := the predicted image pulling latency of allocating request 𝑖 to server 𝑗 . The details of this is described in 5.4

Subject to constraints:

𝐾 >= 1 (at least one server is provisioned)∑𝑁
𝑖=1 𝑠 (𝑖)𝑥𝑖 𝑗 ≤ 𝐵𝑦 𝑗 , ∀𝑗 ∈ {1, ..., 𝑀} (server memory capacity constraint)∑𝑀
𝑗=1 𝑥𝑖 𝑗 = 1, ∀𝑖 ∈ {1, ..., 𝑁 } (each function is allocated exactly once)

𝑦 𝑗 ∈ {0, 1},∀𝑗 ∈ {1, ..., 𝑀} (boolean constraint)

𝑥𝑖 𝑗 ∈ {0, 1},∀𝑖 ∈ {1, ..., 𝑁 },∀𝑗 ∈ {1, ..., 𝑀} (boolean constraint)

5 IMPLEMENTATION

5.1 OpenWhisk Architecture with Distributed Image Registry

Figure 4 visualizes the architecture of FaaSFabric integrated with OpenWhisk. The path of a request is described in

more details as follows. The request is first received by the NGINX component, which is a reverse proxy and load

balancer responsible for SSL termination [25]. Then, the controller receives the request and performs authentication by

contacting the system’s database (CouchDB) instance and validating that the requested function exists in CouchDB.

Once authenticated, the controller designates an invoker to be the executor of the request. It does so by sending the

request message to the system’s Kafka message queue with the topic as the unique invoker name. The message queue

present in the system to persist messages and avoid failures from invoker crashes. This also limits the number of
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Fig. 4. Components of the OpenWhisk architecture.

connections that controllers and invokers have to maintain. If the invoker does not have the required image, it is

instructed by the controller to download it from the distributed image registry. The invoker then pulls the message from

the queue and executes the request. The components of the OpenWhisk architecture (NGINX, controller, CouchDB,

Kafka, Invokers), are all containerized and deployed as Docker images in dedicated physical or virtual machines using

Kubernetes. The state of the image can be divided into three stages: cold, pre-warmed, and warm. In the cold stage, the

invoker container has not downloaded the base environment image for the function. This base image is a programming

language environment such as Python, Java, NodeJS, etc. In the pre-warmed state, the invoker has downloaded the base

image but not the function source code, which can be Docker images or executables. In the warm state, the function

source code has been downloaded, initialized, and is running in the invoker, ready to receive requests via the handler

function required in the OpenWhisk schema. In the default OpenWhisk deployment, base images and function source

code are stored in CouchDB, while in FaaSFabric, these are stored in the distributed image registry.
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Fig. 5. Components of the FaaSFabric architecture.

5.2 FaaSFabric

The design of FaaSFabric is described in Figure 5. A REST interface is provided as the entrypoint for requests. This is

directly implemented by the NGINX layer in OpenWhisk. After the REST interface, the request arrives at the controller.

Within this controller a key-value (KV store) is used following inspiration from FaaSRank [31]. This KV store is

synchronized with a DRL agent that can be hosted on a separate machine. This DRL agent receives the request and

state information from the KV store and performs the inference using information from all the servers and current

requests and scores each server. Upon synchronization in the controller, the controller then selects the server with

the highest score for the request and forwards the request to the corresponding topic in the message queue, which

is Kafka in the case of OpenWhisk. From here, the standard operation of OpenWhisk continues where the invokers

pull messages from the message queue, execute the request, then store results in the database. In order to collect state
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Fig. 6. Desired breakdown, OpenWhisk breakdown, and implemented breakdown of function request stage durations. The relative
scale of different stages is only for reference and are not precise.

information in the controller, invokers periodically send their state information including image replication information

to the message queue with a topic destined for the controller.

5.3 Fine-grained measurements

The default OpenWhisk deployment does not collect fine-grained measurements needed to inform meaningful improve-

ments to the system. As shown in Figure 6, the target breakdown of the duration of stages in a function invocation

includes authentication, scheduling, queue, image pulling, initialization, and execution delays. Meanwhile, OpenWhisk

only provides "waitTime", "initTime", and "duration" which coarsely covers multiple stages. "waitTime" includes au-

thentication, scheduling, queue, and image pulling delays, meanwhile, initTime includes initialization, and duration

corresponds to execution delay.

To achieve fine-grained measurements that are important to inform design decisions, the logs of controllers and

invokers are used. The ideal method to measure and report these delays is to record the durations in controllers and

invokers, and include them as annotations in the final request message. However, due to time and resource limitations

in the project, the logs are gathered after the workload has completed. To calculate the delays for each request from

the different sources, the transaction id (tid) recorded in the logs is used to group logs for each request. From there,

the transition points of each stage are marked and the delays are calculated. Then the average for each stage across
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all requests is calculated. It is noted that there can be gaps in clock synchronization across nodes, however, from

preliminary results, such gaps have been shown to be negligible.

One non-trivial measurement is the image pulling delay because while an invoker fetches an image, the request

sits in the queue. This waiting time can be added to the queuing delay or the pull delay, and is shown in the question

mark in the "Desired breakdown" in Figure 6. In order to meaningfully calculate the image pull delay, which is typically

shared by multiple functions jointly allocated to a new server, the starting marker of the pull delay is either the start of

the invoker pulling the image, or the end of the scheduling decision, which ever occurs later. Both cases immediately

mark the end of the queuing delay as shown in6.

5.4 Bin-Packing Mixed-Integer Linear Programming Model

The Bin-Packing algorithm with consideration of image pulling latency is implemented by caching the calculations for

𝑝 (𝑖, 𝑗) in the system based changes in image placements and network latencies. In this manner, the results of 𝑝 (𝑖, 𝑗)

can be used frequently in the LP optimization. This caching requires regularly updating three pieces of information:

average network throughput between invoker nodes, and image size, and presence of image in nodes. The average

network throughput between nodes can be calculated using sample downloads regularly performed across the system

similar to the method in speedtest.net [22].

6 EVALUATION

6.1 Baseline Schedulers

The baseline schedulers used in our evaluation are as follows:

(1) OpenWhisk default Hashing scheduler. The Open-Whisk default scheduler uses a hashing algorithm to

schedule function invocations. It calculates a hash value for each function, and always schedules invocations of

the same function to the same invoker with the aim of maximizing warm starts.

(2) Bin-packing scheduler. A scheduler that calculates the fewest identical servers needed to host all of the

heterogeneous requests.

(3) FaaSRank scheduler. A DRL score-function-based scheduler that is shown to outperform a round-robin,

least-connections, greedy, and static-rank schedulers [31].
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Fig. 7. Graphical results for average durations of function stages in different workloads and schedulers

6.2 Experimental Setup

This section describes the infrastructure and workload for the experiments. The OpenWhisk cluster contains 1 Controller

and 5 Invoker machines. Each machine, including the controller has 12 physical CPU cores, 64GB of RAM, and 1Gb/s

links to other machines. A separate machine with the same specifications hosts a Kubernetes master that monitors and

deploys the core system images to the machines.

The workloads tested on the system are the hello-world and simple applications from the startup breakdown

workloads in ServerlessBench [32].

6.3 Workload Evaluation

Figure 7 and Table 2 show the results of the experiments with header columns of the average authentication, scheduling,

queuing, image pulling, initialization, and execution delays, as well as the average function completion time and average

resource utilization efficiency for all workloads.

Each workload is run with 15 seconds warm up, 60 seconds testing time, and 15 seconds cooldown. The workload is

run using 3 separate client machines with 5 threads each. The C-App workload is an RSA key pair generator. Each

lambda is set to 0.25 for the calculation of RUE.
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Workload Scheduler

Avg.
Auth
Delay
(ms)

Avg.
Sched
Delay
(ms)

Avg.
Queue
Delay
(ms)

Avg.
Pull
Delay
(ms)

Avg.
Init
Delay
(ms)

Avg.
Exec
Delay
(ms)

#
Reqs

Avg.
FCT
(ms)

Avg.
RUE
(%)

Hello-JS OpenWhisk
default 0.91 1.10 277.44 377.29 0.88 4.34 903 661.96 13.31

Hello-Go OpenWhisk
default 0.96 1.39 276.65 752.22 3.05 1.98 594 1036.25 14.49

C-App OpenWhisk
default 0.82 1.12 20.26 326.45 0.48 60.94 723 410.06 16.49

Table 2. Average delay for each stage and average FCT for each workload

The cold starts during the measurement phase is observed to be about 1 to 4% of invocations, with around 9 to 26

seconds in image pull time. The percentage of cold starts would be higher in the warm up phase. The average overhead

of the system relative to the execution time ranges from 85% to 99% and has significant room for improvement. It is

shown that the image pulling delay comprises of 80% of the total function completion time on average for the C-App

workload.

Due to time and resource limitations, the bin-packing and DRL implementation of the scheduler is not implemented

and is left as future work.

6.4 Justification of Deep Reinforcement Learning Approach

As observed in Section 6.3, the image pulling delays are large relative to the execution time of the functions. In order to

improve this delay while limiting the increase in scheduling delay, a deep reinforcement learning model can be used to

perform a fast inference in the same order of magnitude as the execution time while utilizing greater breadth and depth

of information. This indicates potential for a deep reinforcement learning model to outperform all baseline schedulers

based on principles.

7 RELATEDWORK

7.1 Deep Reinforcement Learning in Placement Decisions

A few works have used deep reinforcement learning for generating placement decisions. Two notable works are

FaaSRank in the context of FaaS [31], and DSP-DRL in the context of mobile edge computing [16]. FaaSRank uses a DRL

agent that utilizes server resource utilization information as well as function request metadata to perform intelligent
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allocation decisions. Meanwhile, DSP-DRL uses a distributed DRL model that makes service placement decisions with

considerations of demand fluctuations and limited storage in mobile edge computing. Neither works have considered

the context of a distributed image registry and optimized decisions using relevant information.

7.2 Distributed Image Registries

FaasNet addresses the challenge of rapid container provisioning in server-less under dynamic workloads. It proposes

a scalable middle-ware system for accelerating container provisioning. It creates a function tree structure and uses

on demand fetching mechanism to reduce function provisioning cost. Function tree is a logical network overlay that

consists of multiple host VMs. Our work differs with FaasNet in a number of ways. First, we focus on function placement

and use machine learning to make an optimal placement decision. On the other hand, FaasNet uses a bin-packing

heuristic for function placement and creates a tree like overlay network to provision data in a distributed fashion.

Second, our model take as input an arbitrary data distribution policy and will make a best possible decision while

FaasNet only focuses on a tree like network for storing and provisioning data in a distributed fashion. Third, although

we focused more on docker images, our approach is more generalized and can work with any kind of data e.g ML

training data, video data.

7.3 Other Distributed Image Registry Techniques

Kraken[27] and DADI [28] are some other P2P approaches to accelerate container provisioning at scale. However,

they require powerful server for data seeding and management. We ,on the other hand, don’t require any specific

server requirements. Moreover, these systems generally assume static P2P topology which is generally not true in

server-less environment. Besides this, some work has been done on optimizing storage and retrieval of container images.

Slacker[11] is one such example. It reduces container startup time by utilizing lazy cloning and lazy propagation. We

note that such techniques are specific to docker container and can be used in complement to our work.

8 CONCLUSION

In this paper, we present FaaSFabric, a deep reinforcement learning (DRL) scheduler that optimizes function completion

time and resource utilization efficiency by minimizing image pull delays using distributed image registry-aware function

placements decisions. We have developed code to measure fine-grained function stage duration and resource utilization

efficiency and demonstrated that image pulling delays are a significant factor to improve function completion times. We

have also formulated a MILP design to incorporate image replication information into decisions, justified the potential

for DRL to optimize scheduling decisions, and designed a formulation using DRL.
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9 FUTUREWORK

Due to time and resource limitations, the authors leave the following as future work:

The distributed image registry implementation has to be incorporated into the system to optimize image pull delays.

In conjunction, more realistic workloads with a larger variety of function images and larger burst peaks should be

tested. In particular, testing the model on other data intensive workloads like video processing, ML training etc. will

likely emphasize the benefit of optimized scheduling decisions. The MILP and DRL formulation should be implemented

and refined based in findings from the implementation. Finally, regarding the challenge of scalability, a horizontal

scaling assessment should be performed wherein the effect of adding invoker nodes to the system should result in

increased throughput capacity.
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