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Abstract—The governing equation describing magnetic levi-
tation tends to be non-linear. This paper compares the effects
of inclusion of Adaptive Control principles to the conventional
control strategies. It also covers the effect of linearization of a
non-linear system. The Pole Placement Control strategy and the
Sliding Mode Control strategy are covered here.

Index Terms—Magnetic Levitation, Adaptive Control, Pole
Placement, Sliding Mode

I. INTRODUCTION

Principles of Magnetic Levitation have a wide array of
applications. Magnetic levitation has proved to be relevant in
fields like energy harvesting techniques [1], magnetically lev-
itated trains [2], to manipulation of micro-robots [3] amongst
many other fields.

Magnetic levitation and suspension techniques have a po-
tential to be enable suspension of parts in the Additive
Manufacturing industry as well. [4] depicts Boeing using the
principles of Magnetic Levitation to suspend a part being
manufactured. This technique enables multiple material jets to
work in conjunction with one another to substantially decrease
manufacturing time and increases the number of planes for
material addition. This technique also bypasses the need for
a substrate, i.e., the build surface to enable material addition
[5]. As an initial step, a sphere of constant mass is suspended
using the principles of magnetic levitation.

This paper deals with the development of different control
strategies to successfully suspend the sphere of constant mass
and comparing these control strategies and optimizing them
through the principles of Adaptive Controls covered in [6].

II. LITERATURE REVIEW

Magnetic suspension and levitation techniques have been
reviewed quite heavily over time. For instance, [7] deals with
the development of the analytical model for the induced Eddy
currents and the force generated as a consequence. It uses the
principles of Faraday’s law and Lorentz Law to develop the
differential equations governing the system and solving these
using the application of the appropriate boundary conditions
and the principles of Orthogonality. The time varying magnetic
field generated is a sinusoidal function given by B0sin(ωt)
The final equation generated here is given by:
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The induced vector is then used to find the force generated.
[8] looks at the suspension of an Aluminum disk using the

principles of magnetic levitation. Due to the high complexity
of the analytical models developed, [8] uses a Simulation soft-
ware (FEMM software) to generate the vertical force generated
in the disk. The primary objective of the work conducted
was to optimize the dimensions of the disk in consideration.
An iterative methodology was implemented where simulations
were conducted repeatedly until the peak force in the z-
axis was obtained. The results of the simulations were then
validated through experiments.

III. THEORY

According to [9], Ampere’s circuital law relates the inte-
grated magnetic field around a closed loop to the electric cur-
rent passing through the loop. It is governed by the following
equation.

O×B = µ0J

Faraday’s Law states that the electromotive force around a
closed path is equal to the negative of the time rate of change
of the magnetic flux enclosed by the path [10]. This means
that a current carrying conductor carrying a time varying
current produces an induced EMF in another conductor that
is governed by the equation:

E = −dφ
dt



The induced EMF results in the generation of currents
within the conductor. These are called Eddy Currents [11]. The
induced Eddy currents interact with the magnetic field of the
conductor carrying the time varying magnetic field to generate
a force in the Z-axis. This force is used for the generation
of the levitation force. The force generated is governed the
principle of Lorentz Law and is given by the equation [12]:

F = qv + qv ×B

IV. PRIMARY ANALYTICAL MODEL

Fig. 1. Reference System obtained from [13]

Due to the complexity associated with the interaction be-
tween the permanent and electro-magnet system, the governing
analytical models derived theoretically are very complex.
However, [13] depicts the use of experimental methods to de-
rive a governing equation depicting the interaction between the
permanent magnets and electro-magnet systems. The system
is depicted in figure 1. This is given by the following equation:

m
d2h

dt2
= Flev −mg (1)

From experiments conducted, the value of Flev is given by:

Flev = αIh+ βh (2)

Substituting 2 in 1, the following is obtained:

m
d2h

dt2
= αIh+ βh−mg (3)

Equation 3 is used for modelling the system and generating
the control strategies.

The system would accept a time varying current as an
input. This time varying current will result in the generation
of a time varying magnetic field which would then interact

with the object being levitated to generate a stabilizing force.
This current would be adjusted to enable effective magnetic
levitation. The primary parameter tracked within the system
is the position of the object being levitated. The position is
read using a position sensor and is fed back to the controller
to enable a feedback mechanism.

V. PRINCIPLE OF ADAPTIVE CONTROL

The system modelled in this paper assumes that the plant
parameters are not constant as time progresses. These plant
estimates are a function of time. This is specially useful in
the system model here since the governing equation obtained
is a function of experimental constants. Thus, through the
principles of adaptive control, these constants are estimated
at each iteration to optimize the control strategy.

A. Estimation Model

Rewriting equation 3 to put the unknown plant parameters
on the RHS and the known and measurable parameters on the
LHS, the following is obtained:

ms2h−mg = αIh+ βh (4)

Since the acceleration is not available for measurement, a
suitable filter is applied. The filter is given by:

1

Λ(s)
=

1

(s+ 1)2
(5)

Multiplying the filter from 5 on both sides of 4:

m
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(s+ 1)2
− mg

(s+ 1)2
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Ih
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+ β

I

(s+ 1)2
(6)

The estimation model is given by:

z = θ∗Tφ

where

z = m
s2h

(s+ 1)2
− mg

(s+ 1)2

θ∗T = [α, β]

φ = [Ih, I]

It should be noted that θ∗ is constant over time. φ is
available for measurement at every iteration of time. It is also
assumed that the mass is constant.



B. Error Model

The estimation error is the difference between the output of
the simple parametric model computed (z) and the estimated
parametric model (ẑ) resulting from the adaptive control
algorithm. Essentially, θ∗ is replaced with the estimated θ(t)
and the difference between the two is the estimation error. It
is given by:

ε =
z − ẑ
m2
s

where m2
s is the normalized signal that ensures that φ

m2
s

is
bounded. Here, m2

s = 1 + αφTφ, where α ¿0.

C. Adaptive Law

1) Gradient Law: The governing equation for the Gradient
based adaptive law is given by:

θ̇ = Γε(t)φ(t)

where Γ is a symmetric, positive definite, 2x2 matrix where
Γ = ΓT > 0. The value of the Γ matrix was selected through
trial and error.

Stability: If the input u is sufficiently rich (of order n), then
the estimated plant θ(t) will converge to θ∗ as time tends to
infinity.

2) Least Square: The governing equation for the least
square adaptive algorithm is given by:

θ̇ = Pε(t)φ(t)

Ṗ = βP − P φφ
T

m2
s

P

β is the forgetting factor.
Stability: If φ

m2
s

is Persistently Excited, then θ(t) converges
to θ∗ as time tends to infinity.

VI. CONTROL STRATEGIES

In this section, different control algorithms were imple-
mented to test their viability. During implementation here, it
is assumed that all the plant parameters are known. The two
control strategies implemented are:

1) Pole Placement Control (PPC)
2) Sliding Mode Control (SMC)

A. Pole Placement Control

In PPC, the non-linear governing equation is linearized and
the control strategy is implemented. Following the computa-
tion of the control input, a linearization compensation block
is added and the new input is fed into the plant. The control
diagram for the same is given by fig. 2.

Substituting y = e+ yd, where e is the error and yd is the
desired output in equation 3, the following governing equation
is obtained:

s2e =
α(e+ yd) + β

m
u (7)

Fig. 2. Control Diagram for PPC

Assuming the input ū as follows:

ū =
α(e+ yd) + β

m

Thus, the governing control equation is given by:

e =
ū

s2

The control task is to push the error e to 0. The poles of
the system are placed at -10 to ensure a stable system.

Thus, the control law is given by:

u =
−39s+ 1

s2 + s+ 1
u+

600s2 + 4000s+ 10000

s2 + s+ 1
(8)

The control strategy described in fig. 2 and equation 10 was
implemented using Simulink and the plot obtained is shown
in figure 3.

Fig. 3. Simulation Plots for PPC

B. Sliding Mode Control

The Sliding Mode Controller is a control strategy imple-
mented for non-linear systems. The general form of these
systems if given by:

Ẋ = F (X) +G(X)u

The governing equation in equation 3 is a non-linear equa-
tion.

s2e =
α(e+ yd) + β

m
u (9)

Here, X = e, F (X) = 0 and G(X) = α(e+yd)+β
m . The

control law for SMC is given by:



u = G(x)−1(F (X) + ÿd − S − ksgn(S))

where S = ė + λe which is the sliding condition. λ is a
constant. In order to create a boundary on the sliding surface,
the sgn function in imposed on the same.

Fig. 4. Control Diagram for SMC

sgn(S) =


−1 S ≤ −ε̂
S
ε̂ −ε̂ ≤ S ≤ ε̂
1 ε̂ ≤ S

The control objective here is to push the error (e) to 0. Thus,
the control diagram for the SMC is given by figure 4 was
simulated in Simulink. The plots obtained are shown in figure
5.

VII. IMPLEMENTATION OF ADAPTIVE CONTROL

The principles of adaptive control described in section V
are applied to the control strategies described in section VI-A.
Here, the plant estimates generated from the adaptive control
algorithm are fed into the control law and the new input is fed
into the plant to obtain the output.

A. Adaptive Pole Placement Control

Since the plant parameters obtained from the adaptive law
are only fed into the linearization compensation block, the
implementation of the control algorithm remains the same
here. The plant estimates are fed into the linearization block
and the input obtained is fed into the plant.

Fig. 5. Simulation Plots for SMC

Fig. 6. Control Diagram for Adaptive PPC

Fig. 7. Adaptive PPC for a Sinusoidal yd

The control diagram is shown in figure 6.
The governing control law is given by:

u =
−39s+ 1

s2 + s+ 1
u+

600s2 + 4000s+ 10000

s2 + s+ 1
(10)

The linearization compensation is given by the following:

ū =
α̂(e+ yd) + β̂

m

α̂ and β̂ are the plant estimates obtained through the imple-
mentation of the principles of adaptive control. The control
law described in the figure 6 was implemented in Simulink.
Two different desired output states were implemented. For
yd = (5mm), the plots obtained are shown in figure 8. For
yd = sin(t), the plots obtained are shown in figure 7.

Fig. 8. Adaptive PPC for a Constant yd



Fig. 9. Control Block Diagram for Adaptive SMC

Fig. 10. Simulation Plots for Adaptive SMC for yd = 5mm

B. Adaptive Sliding Mode Controller

As opposed to the APPC, the plant estimates obtained from
the principles of adaptive control shown in section V are
fed into the control law described in section VI-B. Thus, the
revised control diagram for the system is shown in figure 9.

Thus, the revised control law is given by:

u = Ĝ(x)−1(F̂ (X) + ÿd − S − ksgn(S))

Where, F̂X) = 0 and Ĝ(X) = α̂(e+yd)+β̂
m . α̂ and β̂ are the

plant estimates obtained through the implementation of the
principles of adaptive control.

The control law described in the figure ?? was implemented
in Simulink. Two different desired output states were imple-
mented. For yd = 5mm, the plots obtained are shown in figure
10. For yd = sin(t), the plots obtained are shown in figure
11.

Fig. 11. Simulation Plots for Adaptive SMC for yd = sin(t)

VIII. RESULTS AND DISCUSSIONS

A. Effect of Linearization

A comparison between figure 3 and figure 5 shows the
effect of linearization to the non-linear system. Considering
the linearized system with Pole Placement Control, it can be
seen from figure 3 that there is a very heavy overshoot of about
4 mm from the desired state. Due to the relatively compact
space available for magnetic levitation, the overshoot might
result in undesired complications.

For the non-linear control system utilizing Sliding Mode
Controller, figure 5 shows little to no overshoot. This would
be ideal since the controller achieves the control objective
effectively and minimizes the probability of complications.

B. Effects of the Principles of Adaptive Control

Figures 3 and 7 are compared to discuss the effects of
the inclusion of adaptive controls principles. As it can be
seen from figure 8, the overshoot observed in figure 3 in the
conventional Pole Placement Controller have been minimized
quite significantly. This shows that the controller achieves its
control objective more effectively. It should also be noted that
the Adaptive Pole Placement Controller stabilizes in lesser
time when compared to its PPC counterpart. Thus, the effects
of the inclusion of Adaptive control principles are heavily
emphasized.

To discuss the effectiveness of the principles of adaptive
controls for Sliding Mode controller, figures 5 and 10 are
compared. The adaptive SMC does not have a considerably
improved performance (shown in figure 10) when compared its
conventional SMC counterpart (shown in figure 5). Providing
a time-varying desired state output also does not depict a clear
improvement in performance.

C. Stabilization of the Plant Parameters

Based on the principles described in [6], if the input to
the plant is Persistently Excited (PE), then estimated plant
parameters θ(t) converge to constant plant parameter θ∗ as
time tends to infinity. A vector is defined as PE if it satisfies
the following condition:∫ t+T0

t

φ(τ)φT (τ)dτ ≥ α0T0I

For some α0 > 0 , T0 > 0 ∀t≥ 0
From figures 10 and 6, it can be seen that the input stabilizes

to zero. Thus, the input to the plant is not PE. Thus, the plant
parameter do not stabilize to the expected value.

IX. CONCLUSION

Through the work depicted in this paper, it is evident that
the use of Adaptive control principles in the control strate-
gies results in improved system performances. The system
stabilizes quickly and the reduces the degree of overshoot.
The performance of the system is optimized for a time-
varying desired state as well. The work also shows that
the effects of linearization of the governing plant equation



does not drastically diminish the system performance. Thus,
linearization and subsequent incorporation of the principles of
adaptive controls can result in a high-performing system.

X. FUTURE SCOPE OF WORK

Following the work conducted in this paper, the next steps
of implementation are shown as follows:

1) The mass of the system (a plant parameter) should also
be considered to be time-varying. Since there is material
addition at every iteration in an Additive Manufacturing
environment, the mass would need to be updates at every
step and the control law would need to update the system
input accordingly.

2) The system and the governing principles must also
include the principle forces generated during the ma-
terial addition phase. This can include principles such
as nozzle jet forces, effects of accumulation of nucleus
mass amongst others.

3) Noise can be added to the measurement of all mea-
surable quantities (distance between the part and the
Magnets and coil system). This implies that the sensor
outputs are relatively flawed. This would mimic the real
world system more closely.
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