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Abstract—5G network is considered as a key enabler in
meeting continuously increasing demands for future Internet of
Things (IoT) services, including high data rate, numerous devices
connection and low service latency. To satisfy these demands,
network slicing and fog computing have been envisioned as
promising solutions in service-oriented 5G architecture. However,
security paradigms enabling authentication and confidentiality of
5G communications for IoT services remain elusive, but indis-
pensable. In this paper, we propose an efficient and secure service-
oriented authentication framework supporting network slicing
and fog computing for 5G-enabled IoT services. Specifically, users
can efficiently establish connections with 5G core network and
anonymously access IoT services under their delegation through
proper network slices of 5G infrastructure selected by fog nodes
based on the slice/service types of accessing services. The privacy-
preserving slice selection mechanism is introduced to preserve
both configured slice types and accessing service types of users.
In addition, session keys are negotiated among users, local fogs
and IoT servers to guarantee secure access of service data in
fog cache and remote servers with low latency. We evaluate the
performance of the proposed framework through simulations to
demonstrate its efficiency and feasibility under 5G infrastructure.

Keywords: 5G network, Internet of Things (IoT), anonymous
authentication, fog computing, network slicing.

I. INTRODUCTION

The rapid development of communication and sensing tech-
nologies is paving the way to the realization of Internet of
Things (IoT) [1], which is the internetworking of numerous
physical objects, such as sensors, mobile phones, vehicles,
RFID tags and other electronic embedded devices, and net-
work connectivity that allows these objects to communicate
and exchange data. IoT enables a large number of applications
in different domains, including smart city, smart healthcare,
intelligent transportation, industrial automation and disaster
response [2]. This trend leads to the production of large
volumes of data. The amount of IP data handled by wireless
networks increases by over a factor of 100: from under 3
exabytes in 2010 to over 190 exabytes by 2018, on pace to
exceed 500 exabytes by 2020 [3]. In addition to the sheer
volume of data, the number of connected devices will reach
50 billion by 2020 [4]. Due to the deluge of data brought by
massive devices, even cutting-edge cellular networks cannot
offer the bandwidth IoT services require [5].
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To satisfy the requirements of new IoT services, the fifth
generation (5G) of mobile communication era is coming
[3], [6], which aims to offer a 1000 times higher mobile
data volume per unit area, 10–100 times more connecting
devices and data rate, and 5 times reduced latency [7]. 5G
will become the backbone of IoT, offering full connections
to all “things”, breaking through time-space constraints, to
create all-dimensional, service-tailored and user-centric inter-
connections [8]. To support these desirable features, network
slicing [9] has been introduced to provide customized reliable
services based on limited network resources of 5G network
with low capital expenditure and operating expense. By slicing
a physical network into several logical networks, it enables
on-demand customized services for different IoT applications
sharing the same physical network at the same time [10]. The
network elements and resources in each network slice can be
configured and reused in parallel with isolation to reach the
features of dedicated services, for example, to prevent data
transmission in one slice from being negatively impacted by
the services in other slices. In addition, to reduce response
latency of IoT services, nodes at the edge of access network
have been virtually upgraded with computing and storage
resources, such as base stations, routers and switches. By
integrating fog computing [11], service data can be cached
on fog nodes proximate to user devices for low-latency and
location-aware IoT applications. Supported by network slicing
and fog computing, network resources are assigned to the
dedicated services in a cost-efficient manner under the specific
demands of IoT services on data volume, data rate and
response latency [12].

While these innovations bring a variety of distinctive advan-
tages to customized services in IoT, they trigger quite a few is-
sues on security and privacy preservation. The standardized 5G
security architecture in 3GPP is borrowed from 4G standards
[13], such that data confidentiality, identity authenticity and
user privacy are being put at risks due to the following reasons.
First of all, both IoT service and 5G infrastructure, specifically
fog nodes, are confronted with serious threats on privacy,
integrity, availability and authentication, e.g., eavesdropping
attack, impersonation attack, tracing attack and tampering at-
tack [14]. Even the well-protected 4G LTE network has proved
to be vulnerable to denial-of-service attacks [15]. Secondly, it
is difficult to guarantee users accessing 5G network and IoT
services honestly, rather than selfishly acquiring more benefits
as they wish. An example is that a user prefers to pretend a
legitimate one to access core network and enjoy IoT services
without being charged. Thirdly, IoT service providers or fog
nodes have their incentives to behave unfaithfully towards user
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privacy. For example, fog nodes might learn the interested
services of users through the accessing network slices, or
predict their shopping habits, daily activities, and other privacy
witnessable references based on their subscribed IoT services
[16]. In short, 5G-enabled IoT lacks of sufficient security
and privacy guarantees after logical network slices and fog
computing are built for individual services. These problems,
if not property addressed, may impede the success of both 5G
network and IoT applications.

Therefore, how to enhance security and privacy protection
for IoT services powered by 5G is the focus of this paper.
To secure 5G-enabled IoT services, a national demand is to
design efficient service-oriented authentication protocols for
numerous users with the severe demands of different IoT
services. To preserve user privacy, it is critical to hide users’
identities during service authentication. Thus, the challenge is
to support anonymous service-oriented authentication with s-
calability of handing a large number of authentication requests.
Furthermore, after users’ identities are well protected, it is still
possible for local fog nodes to identify users through some
side-channel information, such as users’ accessing services,
which results in unwelcome advertisements for users [17].
However, it is of difficulty to protect service types against
fog nodes since they are required to select proper network
slices for service package forwarding. The types of network
slices can expose the service types of the packages transmitting
on these network slices. Therefore, protecting the accessing
service types and the configured slice types during slice
selection is another challenge we aim to overcome.

To address these issues, we propose an Efficient, Secure
network-Sliced and Service-oriented Authentication frame-
work (ES3A) supporting privacy-preserving slice selection and
service-oriented anonymous authenticated key agreement for
5G-enabled IoT. It enables both 5G operator and IoT service
provider to generate anonymous delegation for subscribed
users to access IoT services, and support slice selection for
fog nodes without exposing slice/service types. Specifically,
the contributions of this paper are four-fold:

• We propose an ES3A to guarantee secure access of IoT
services without exposing users’ privacy in 5G-enabled
IoT. With the integration of network slicing and fog
computing, users are allowed to transmit their service
data on proper slices with data isolation and customized
service features, efficiently authenticate themselves under
the delegation of 5G operator and IoT service provider,
and secure access of service data maintained on remote
servers and local fog nodes with low latency.

• A privacy-preserving slice selection mechanism is pro-
posed to enable fog nodes choose proper network s-
lices for package forwarding based on the matching
of allowed service types and configured slice types.
Both slice/service types and the features differentiating
network slices are protected against fog nodes during
slice selection to break the links between users and their
accessing services.

• To support anonymous service-oriented authentication,
we enhance the group signature [18] to realize ser-
vice delegation of both 5G operator and IoT service

provider, and anonymous batch verification for users’
authentication messages. Neither service providers nor
local fogs can learn any information about the subscribers
of IoT services, but both are aware of whether users are
legitimate to access IoT services.

• We design a service-oriented three-party key agreement
mechanism to negotiate session keys among IoT servers,
local fogs and users, based on Diffie-Hellman key agree-
ment [19]. With the negotiated session keys, users are
capable of securely accessing IoT service data maintained
on both remote IoT servers and local fog nodes, which
cache service contents to offer IoT services with low
latency.

The remainder of this paper is organized as follows. We
review the related work in section II and formalize the
architecture of 5G-enabled IoT services, security threats and
design goals in section III. In section IV, we propose our
ES3A and analyze its security, followed by the justification of
performance in section V. Finally, we conclude our paper in
section VI.

II. RELATED WORK

5G network is emerging to link up fixed and mobile devices
for a variety of applications with widely varied requirements in
terms of bandwidth, latency, security and continuous network
availability. To do so, Li et al. [20] proposed an end-to-end
network slicing framework to horizontally slice computing
and communication resources to form virtual computation
platforms for supporting vertical industry applications. The
concept of 5G network slice broker was introduced by Sam-
danis et al. [21] to enable virtual network operators to dra-
matically request and lease resources from infrastructure, and
thereby reduce capital expenditure and operational expenditure
costs. Zhou et al. [22] introduced hierarchical network slicing
as a service, which helps 5G network operator to provide
customized end-to-end cellular networks, and presented the
architecture of service management across different levels of
service models. Liang et al. [23] proposed an information-
centric wireless network virtualization framework to balance
the revenue obtained from serving users and the cost on leasing
infrastructure. The virtual resource allocation and caching
strategy is formulated based on the requests of IoT service
providers. The above schemes present several network slicing
strategies for mobile network, the protection of slice selection
is ignored unfortunately, which leads to user privacy leakage.

To secure mobile network, the enhanced authentication
profile (EAP) framework, specified in RFC 3748, has been
deployed to achieve the authentication between users and core
network in 4G/LTE network. In 5G security architecture, EAP
framework is also leveraged to support the primary authenti-
cation between users and AUSF [13]. Subscriber privacy is
a critical demand specified in standards of 5G security, but
5G security architecture does not protect user privacy [24].
A straightforward solution is to use a mark ”anonymous” to
replace a user’s real identity, but leading to the infeasibility of
identity authentication. Currently, several anonymous authen-
tication protocols [25], [26], [27] have been designed to enable
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authentication and key agreement between roaming users and
foreign network operators in traditional mobile networks. For
4G/LTE mobile network, Choi et al. [28] proposed a mutual
authentication and secure key distribution protocol based on
symmetric cryptography for machine-type communications
(MTC) in long-term evaluation-advanced (LTE-A) network.
The user devices in the same group can share a symmetric
key to achieve secure communications with high efficiency and
low cost. Li et al. [29] illustrated that separate authentication
for each MTC device may result in signal congestion and
difficulty on access-policy updating, and presented a group-
based authentication and key agreement protocol with dynamic
MTC-device access authority updating based on asynchronous
secret sharing in LTE-A network. Lai et al. [30] proposed
a lightweight group authentication protocol for resource-
constrained MTC under both 3GPP and non-3GPP access
networks, and an end-to-end secure authentication scheme to
realize mutual authentication between MTC servers and user
devices in 3GPP core network based on proxy signatures.
The aforementioned protocols are designed to support secure
network authentication for MTC in 4G/LTE architecture.

In 5G network, physical network resources are sliced to
support different services. Rost et al. [31] demonstrated the
scalability and flexibility brought by network slicing in 5G
mobile network, and pointed out potential security vulnera-
bilities on the communication between 5G network operators
and their users with the partition of network slices. Yang et
al. [32] examined potential security issues in 5G network and
designed a physical layer security mechanism to safeguard
data confidentiality by leveraging intrinsic randomness of
communication medium. A security and trust framework was
proposed by Yan et al. [33] based on adaptive trust evaluation
and sustainable trusted computing technologies to solve 5G
network security issues. To protect real-time video reporting
services in 5G-enabled vehicular network, Eiza et al. [34]
studied the security and privacy issues in this service and
utilized the anonymity technique to protect vehicles’ identi-
ties, and ensure the traceability of misbehaving participating
vehicles. Duan and Wang [35] illustrated security challenges
on frequent handovers and authentication caused by stringent
latency requirements in 5G hetnets, and designed an efficient
authentication scheme by simplifying authentication handover
through the sharing of security parameters among access
points. However, service-oriented authentication with network
slicing has not mentioned to build secure communications
between user devices and IoT servers in 5G network.

Therefore, we propose an efficient and secure service-
oriented authentication framework enabling network slicing
and fog computing for 5G-enabled IoT services. To fit the
scenario of 5G network, ES3A achieves the properties that
(1) privacy-preserving slice selection to allow the controller
to select suitable network slices for package forwarding based
on the service types without exposing the slice/service types;
(2) anonymous service authentication to achieve the delegation
from both 5G operator and IoT server, enable users to securely
access the delegated IoT service without privacy leakage,
and support batch verification to improve the computational
efficiency for the IoT server on identity verification; and (3)

service-oriented key agreement to build secure channels for
information exchange between users, local fogs and remote
IoT servers.

III. PROBLEM STATEMENT

In this section, we present the architecture of 5G-enabled
IoT, discuss security threats, and identify our design goals.

A. Architecture of 5G-enabled IoT

5G aims to handle large volumes of data, connect numerous
devices, reduce service latency and bring new levels of reliabil-
ity for offering customized services based on specific quality-
of-service demands [36]. By integrating network softwariza-
tion technologies [37], including network slicing, software-
defined networking and fog computing, 5G is predicted to
provide three categories of services, i.e., massive machine-type
communication (mMTC, a.k.a., massive-scale IoT), enhanced
mobile broadband (eMBB) and ultra-reliable low latency com-
munication (UR-LLC) [38].

Following the 3GPP TS 23.501 [39], 5G architecture con-
sists of four layers: user devices, access network, core network
and IoT services, as shown in Fig. 1. Massive user devices are
connected with data network through core network and access
network (e.g., E-UTRAN, WLAN, WiMAX or other non-
3GPP access networks), and communicate with IoT servers.
The core network is separated user plane function (UPF) from
control plane function (CPF) to allow independent scalability
and flexible deployment. UPF includes data forwarding, traffic
usage reporting, transport level packet marking in the uplink
and downlink, etc. CPF controls packet processing in UPF
by provisioning a set of rules in sessions, i.e., forwarding
action rules for packets handling, packet detection rules for
packets inspection, QoS enforcement rules to enforce QoS
policies on the packets. As shown in Fig. 1, CPF includes
several functions, including Access and Mobility Management
Function (AMF), Session Management Function (SMF), Poli-
cy Control Function (PCF), Network Slice Selection Function
(NSSF), Unified Data Management (UDM), Authentication
Server Function (AUSF), etc., which have their individual
functionalities. Specifically, AMF manages user registration,
connection, reachability and mobility, access authentication
and authorization; SMF includes the functionality of session
management and roaming; PCF supports unified policy frame-
work to govern network behaviour; UMD is responsible for
authentication credential generation and subscription manage-
ment; AUSF supports authentication server function and NSSF
selects the set of network slice instances serving users and de-
termines the Network Slice Selection Association Information
(NSSAI) corresponding to applicable network slice instances.
The core network is connected to the external data networks,
such as the Internet, where IoT service providers offer a variety
of appealing IoT services to users with fast, ubiquitous, and
low-power connectivity.

To support different IoT services in 5G network, network
slicing achieves the separation and prioritization of resources
on a common infrastructure, including network capability,
computing resources, virtual network functions and radio
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Fig. 1. Service-oriented Architecture of Fog-assisted 5G Network with Network Slicing

access technology settings [21]. 5G infrastructure in Fig. 1 is
virtually sliced to support various types of IoT services. For
example, slice 1 is established for machine-type communica-
tions by setting fully-fledged functions distributed across the
network, which is isolated with the slices for mobile services
and vehicular communications. The mobile phones need an
end-to-end slice with a large bandwidth to enable high-data-
rate and low-latency services, such as video streaming and
augmented reality [10]. These network slices are managed
by local controllers at the edge of access networks and
control plane in core network, which select network slices for
the coming packages based on slice/service types and other
auxiliary information, and forward the packages to the IoT
servers.

Access networks, either 3GPP or non-3GPP, are upgraded
for delay-sensitive or location-aware IoT services by push-
ing computing and storage resources to the edge of access
networks. Fog nodes are deployed on the top of cloud-
radio access network (C-RAN) to offer high-speed baseband
communications. In Fig. 1, the conventional base stations
are divided into two components, baseband unit (BBU) and
remote radio head (RRH) [40]. BBU fogs mainly provide
centralized storage and communications for local services in
access networks. RRH fogs are equipped with processing
units, storage resources and computing capability for location-
aware mobile applications and local data caching. These
resources are virtualized to be isolated virtual machines (VMs)
controlled by a local controller, which offers authentication,
authorization, accounting, resource allocation and mobility
management [41]. In terms of non-3GPP network, routers,
switches and networking modules can be extended to fog
nodes with consistent data management and local service
hosting, under the management of local controllers.

B. Security Threats

5G enhances the diversity and scalability of IoT services,
meanwhile faces with a variety of security and privacy threats
from both internal and external attackers. Thirty-five types of
cyber attacks have been identified as major threats on privacy,
authentication, integrity and availability in 5G network [14],
which bring serious security and privacy risks to its powered
services. For example, an adversary may launch eavesdropping
attacks to capture forwarding packages, man-in-the-middle
attacks to acquire the session keys or stalking attacks to trace
their locations. These outsider attacks, invading IoT service
security and user privacy, are the major security threats for
each entity in service-oriented IoT architecture.

IoT service providers, offering various services to users,
have strong incentives to protect service data and facilities for
monetary reasons. On the other hand, IoT service providers are
greedy on their benefits by attracting more users accessing
their services. Further, they are curious about the personal
information about users for advertisement recommendation
based on their accessed services and users’ sensitive infor-
mation sharing with their cooperators.

As intermediate nodes, RRH fogs, BBU fogs and controllers
are able to capture the authentication messages and service
data about local users, which can be used to predict mobility
patterns and extract sensitive information about users. In
addition, the controllers can learn the types of accessing
services, so as to find the user’s preferences and conduct
statistic analysis on the services.

As the beneficiaries of 5G network and IoT services, users
would neither actively break the network infrastructure or
IoT services by cheating or via cyber attacks, nor share their
secret credentials or keys to others. They have sufficient in-
centives to protect access credentials and secret keys securely.
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Nonetheless, some users may pretend legitimate subscribers
to access IoT services incapable to be acquired. They may
also be curious about the services that other users subscribe
and prefer to have free IoT services. Thereby, the users are
honest-but-curious.

5G network operators honestly provide network connections
to users with the responsibility of improving communication
quality for their own income. Powerful intrusion detection
mechanisms and great firewalls are deployed for the protec-
tion of core network. They are honest-but-curious as well,
indicating that they are honest to build network and service
connections for users, but curious on the exchanging data
between users and IoT servers.

C. Design Goals

We aim to offer strong security guarantees for 5G-enabled
IoT and privacy protection for users against the aforemen-
tioned security threats. The design goals of our ES3A are as
follows:

Privacy-preserving Slice Selection: To deter user privacy
leakage, the accessing service types are protected against
curious fog nodes or other outsider attackers. The mapping
of allowed NSSAIs and configured slice types, i.e., part of the
configured/allowed NSSAIs are applicable for the subscribed
services, should be learnt by fog nodes to select proper slices
for package forwarding.

Service-oriented Anonymous Authentication: Users uti-
lize access credentials, generated by the AUSF and an IoT
server, to authenticate themselves for the IoT service access.
Without a valid access credential, an attacker is not able to
succeed the verification of the controller or the IoT server.
During service authentication, neither the local controller
nor the IoT server can learn users’ identities, which means
that they cannot distinguish the source of an authentication
message from two possible users.

Service-oriented Key Agreement: To protect service data,
a unique session key is negotiated among the IoT server,
the controller and the user. No attacker is able to learn the
negotiated session key or corrupt the negotiation process. The
session key is adopted to encrypt service data for the user to
access the specified service offered by the IoT server.

IV. THE PROPOSED ES3A

We review the preliminaries and propose our efficient
and secure service-oriented authentication framework for 5G-
enabled IoT services.

A. Preliminaries

Notions. s ∈R S denotes s is randomly chosen from a
non-empty set S. Let p be a large prime and (G1,G2,GT )
be three cyclic groups of the order p, satisfying the type 3
bilinear pairing ê : G1 × G2 → GT [18]. Here G1 ̸= G2

and no efficiently computable homomorphism exists between
G1 and G2 in either direction. The type 3 bilinear pairing
has critical differences from the Type 1 and Type 2 bilinear
parings, in which the Type 1 is that G1 = G2, and the type

2 pairing has the properties that G1 ̸= G2 and there exists an
efficiently computable homomorphism π : G2 → G1, but no
homomorphism in the other direction. g is a generator of G1

and h is a generator of G2.
Mathematical Assumptions. We revisit several mathemat-

ical assumptions on which the security of ES3A relies.
Computational Diffie-Hellman (CDH) assumption for Prod-

uct Groups [42]. The CDH problem for product groups is
that given gα, gβ ∈ G1, hα, hβ ∈ G2, to compute gαβ .
If there is no algorithm to address the CDH problem for
product groups with non-negligible probability in probabilistic
polynomial time, we say that the CDH assumption for product
groups holds.

Modified LRSW assumption 1 [18]. The modified LRSW 1
problem is that given gb ∈ G1, ha, hb ∈ G2, where a, b ∈R Zp,
and an oracle O, on which input m ∈R Zp and return the pair
P = (g1, g1

a+bm), where g1 ∈R G1 \ 1G1 , to generate such a
new pair for a new m′ that was not queried in O. If there is no
algorithm to solve the modified LRSW problem 1 with non-
negligible probability in probabilistic polynomial time, we say
the modified LRSW assumption 1 holds.

Modified LRSW assumption 2 [18]. The modified LRSW 2
problem is that given ha, hb ∈ G2, where a, b ∈R Zp, and
an oracle O, on which input m ∈R Zp and return the pair
P = (g1, g1

a+bm), where g1 ∈R G1 \ 1G1
, to generate such a

new pair for a new m′ that was not queried in O. If there is no
algorithm to solve the modified LRSW problem 2 with non-
negligible probability in probabilistic polynomial time, we say
the modified LRSW assumption 2 holds.

Both modified LRSW assumption 1 and assumption 2 are
proved to hold in the generic group model in [18].

PS Signature [18]. The PS signature proposed by
Pointcheval and Sanders [18] is a public-key signature scheme
based on the type 3 bilinear pairing. The existential unforge-
ability against chosen message attacks is proven under the
modified LRSW assumption 2.

The secret key of the signer is x, y1, · · · , yr ∈R Zp and
the public key is (X̂, Ŷ1, · · · , Ŷr) ← (hx, hy1 , · · · , hyr ). The
signer can generate a signature σ on multi-block messages
(m1, · · · ,mr) ∈ Zr

p as σ = (g1, g
x+

∑r
j=1 yjmj

1 ), where g1 ∈R
G1\1G1 . Any verifier can verify the signature σ = (σ1, σ2) by
checking whether σ1 ̸= G1 \ 1G1 and ê(σ1, X̂

∏r
j=1 Ŷ

mj

j ) =
ê(σ2, h) hold.

The PS signature can be used to construct a sequence
signature based on the public key sharing technique and
a group signature by signing the committed messages and
randomizing the signatures based on the Schnorr signature
[18].

Network Slicing [39] Network slicing logically divides
whole network resources into several slices that differ for sup-
ported features and network function optimisations. A network
slice is identified by a Single-NSSAI (S-NSSAI), consisting of
a slice/service type (SST) and some optimal information called
a slice differentiator (SD) that complements the slice/service
type(s) to differentiate amongst multiple network slices of the
same slice/service type. The network slices have different S-
NSSAIs with distinctive slice/service types deployed by 5G
operator. The slice/service types of eMBB, URLLC and MIoT
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have been specified in 3GPP TS 23.501 [39]. Other types
can be defined by the 5G operator for different services.
Each user is required to subscribe the desirable services with
the generation of subscription information, which contains
one or more S-NSSAIs, i.e., the subscribed NSSAIs. To
access the subscribed services, the user provides a requested
NSSAI to AMF in the user’s registration procedure. AMF
needs to query NSSF with the requested NSSAI and query
UDM to retrieve user’s subscription information including the
subscribed S-NSSAIs, and the user obtains an allowed NSSAI,
which includes one or more S-NSSAIs, from AMF, associated
with the mapping of requested NSSAI to configured NSSAI
for that service. The user can leverage the allowed NSSAI
corresponding to network slices for service access. Under the
delegation of NSSF, the controllers are able to check the
allowed NSSAI for selecting a proper AMF that supports the
required network slices. If the controller is unable to select an
AMF based on the NSSAI, it routes the packages to a default
AMF, which is set in the subscription information.

B. High-level Description of ES3A

We show a high-level description of ES3A, consisting of six
phases: System Initialization, Network Slicing, 5G Network
Access, Service Delegation, Service Authentication and
Key Negotiation, and the information flow of ES3A in Fig.
2.

System Initialization. A 5G operator bootstraps the whole
network and builds 5G network for users. AUSF setups the
system parameters Params, and generates the secret key
(a0, a1) and the public key (A0, Â0, Â1) of 5G operator. The
IoT server (ISV) and the local controller also generates their
secret-public key pairs (b, B̂) and (c, Ĉ), respectively.

Network Slicing. Physical network resources are separated
into several network slices by core network. The slice/service

types SSTs and the features SAIs are specified for configured
NSSAIs deployed on network slices. AMF computes PSi

with the secret key to hide each slice/service type SSTi,
and generates ACFi to protect the feature values AiAI of
SSTi. The controller maintains the protected configured NS-
SAI (PSi, ACFi) to select proper network slices for service
packages.

5G Network Access. A user Ui generates the secret-
public key pair (uski, upki) and performs the registration and
authentication specified in 3GPP to access 5G network. Ui ob-
tains network access credentials and subscription information,
including subscribed S-NSSAIs, and establishes a Non Access
Stratum (NAS) security context.

Service Delegation. To access the IoT service, Ui submits
a NAS message and a request to AMF. SMF generates allowed
S-NSSAIs with NSSF, and AUSF delegates access capability
by generating a partial service ticket PSTi and forwards them
to ISV. ISV generates a service ticket STi for Ui, including a
session identifier Ni, a service credential ϕi, a key negotiation
tag (Xi1, Xi2). Ui verifies ϕi and obtains the allowed S-
NSSAIs and the service credentials for anonymous service
authentication.

Service Authentication. To authenticate to the service, Ui

generates an authenticated key agreement message AKAi and
the hidden allowed S-NSSAIs PAS. According to the hidden
allowed S-NSSAIs, the controller is able to find the proper
network slice for message transmission without the knowledge
of the detailed service types. ISV verifies AKAi to allow
Ui to access the service without learning the real identity of
Ui, if the service credential in AKAi is valid. In addition,
a key negotiation tag (Yi1, Yi2) is generated for session key
agreement.

Key Negotiation. The controller generates its key negotia-
tion tag (Zi1, Zi2) and interacts with ISV and Ui to negotiate a
session key ski for secure communications and service access.
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Fig. 3. Mapping of Allowed NSSAIs to Configured NSSAIs for Service Data Forwarding

C. The Detailed ES3A

Now we describe our proposed ES3A in detail.
System Initialization. A 5G network operator establishes

the whole 5G mobile network, including radio access networks
and 5G core network, to connect user devices and data network
for supporting IoT services. Various network functionalities,
i.e., AMF, SMF, AUSF, UDM, NSSF and PCF, are initialized
to provide network connection and data network access. AUSF
sets the security parameter κ, which denotes the security
level. In general, κ = 160 or κ = 256. Let p be a large
prime with κ bits and (G1,G2,GT ) be three cyclic groups
of the order p. ê : G1 × G2 → GT is the type 3 bilinear
pairing. g is a generator of G1 with g ̸= 1G1 , and h is
a generator of G2 with h ̸= 1G2 . AUSF also defines four
collision-resistant hash functions: H : {0, 1}∗ → K, H0 :
{0, 1}∗ → Zp, H1 : {0, 1}∗ → G1 and H2 : {0, 1}∗ → G2.
C = AESENC(K,M) and M = AESDEC(K, C) are the
encryption and decryption algorithms of advanced encryption
standard (AES) [19], respectively. (SE ,SD) are the encryption
and decryption algorithms of a deterministic symmetric en-
cryption scheme. Such a scheme can be constructed from AES
scheme with a fixed IV in CTR mode [19]. The system param-
eters Params = (p,G1,G2,GT , g, h, ê,H,H0,H1,H2) are
maintained on AUSF. AUSF randomly selects the secret key
of core network a0, a1 ∈R Zp to compute the corresponding
public key (A0, Â0, Â1) = (ga0 , ha0 , ha1). AUSF applies for
the public-key certificate certC to Public Key Infrastructure
(PKI), and secretly maintains its secret key (a0, a1).

Substantial ISVs in data network offer a variety of IoT
services, i.e., online video, automatic meter reading or aug-
mented reality, through 5G mobile network. Suppose an ISV
provide IoT service ISN , generate its secret key by randomly
picking b ∈R Zp and compute the corresponding public key
as B̂ = hb. ISV applies for the public-key certificate certS to
PKI and secretly maintains its secret key b.

The local controller manages data forwarding and caches
service data for users with location-aware or low-latency
service access. It randomly picks c ∈R Zp as the secret key
and computes the corresponding public key as Ĉ = hc. It
also obtains the public key certificate certL from PKI and
maintains its secret key c.

Network Slicing. As depicted in Fig. 3, physical network
resources are separated into several logical network slices, i.e.,

PNR={Slice1, Slice2, · · · , Slicen, Default Slice}, in which
each Slicei ∈PNR is configured with a S-NSSAIi, consisting
of a slice/service type SSTi and SD, which is the values of
several features SiAI = {SiAI1, SiAI2, · · · , SiAIt}, where t
is the number of features in SD. SiAI represents the features
based on which the network is sliced for the same service,
such as latency, security, capacity, throughput and scalability.
A service type SSTi and its features SiAI are defined by
the core network with random and unpredictable identifiers
chosen from Zp. For example, the latency levels are denoted
as (L0, L1, L2, L3) illustrating (low, medium, high, very high),
respectively, and the values of all features are nonidentical.

To deter user privacy disclosure, the accessing service
types should be protected against fog nodes. In doing so,
5G core network is required to encrypt both the slice/service
types and their feature values of configured network slices.
Specifically, to preserve the configured S-NSSAIs, for each
SSTi, i ∈ {1, 2, · · · , n}, AMF randomly chooses ϵi ∈
Zp to calculate PSi1 = g

ϵi
a1+SSTi and PSi2 = hϵi , set-

s PSi = (PSi1, PSi2). Further, to protect feature values
SiAIj in the S-NSSAI of slice i, for j ∈ {1, 2, · · · , t},
AMF calculates ACFij = SE(H(SiAIj , Ĉ), SiAIj) and
sets ACFi = (ACFi1, ACFi2, · · · , ACFit). AMF forwards
NL = (PS1, PS2, · · · , PSn, ACF1, ACF2, · · · , ACFn) to
the controller. The controller stores NL and leverages them
to select network slices for the coming packages. Note that, if
the IoT service or its features are changed, AMF is required
to update SSTi or SiAIj of the corresponding network slice.
It can use the new SST′

i or feature values to generate a new
pair (PS′

i, ACF ′
i ) for the controller.

5G Network Access. A user Ui, with its identity informa-
tion IDi, which can be the ID number, telephone number,
email address or home address, is registered at AMF to
be capable of accessing 5G network and its supported data
network. Ui randomly chooses a random value ui ∈R Zp as
the secret key uski, computes its public key as upki = gui ,
acquires the public-key certificate certi from PKI and secretly
keeps uski. To access 5G network, Ui performs the registration
and authentication operations defined in 3GPP TS 33.501 [39].
Specifically, Ui registers at 5G operator providing her/his iden-
tity information IDi if the real identity is needed, and obtains
network access credentials and subscription information. The
subscription information may include one or more S-NSSAIs
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i.e., subscribed S-NSSAIs. Both credential and subscription
information of Ui are maintained on UDM. Ui connects with
5G network by performing primary authentication with AUSF
using its network access credentials and establishes a NAS
security context with AMF, if the primary authentication is
successful.

Service Delegation. To access the IoT service ISN of-
fered by ISV, Ui sends a session management NAS message
to AMF, including a requested NSSAI, along with the infor-
mation (Ni, ai1, ai3, aic, bic) generated as follows.

• Ui chooses a random value Ni ∈R Zp as the session
number;

• Ui picks a random ti ∈R Zp to calculate Qi = gti and
Q̂i = Âti

0 ;
• To prevent the disclosure of (Qi, Q̂i), Ui picks a random

li to calculate ai1 = gli , ai2 = H(ai1, A
li
0 ), and ai3 =

AESENC(ai2,Ni||Qi||Q̂i||ISN);
• To prevent the corruption, Ui randomly chooses ki ∈R Zp

to compute Tic = gki , aic = H0(Ni, ai1, ai3, Tic) and
bic = ki + aicui.

AMF computes Tic = gbicupk−aic
i and verifies aic

?
=

H0(Ni, ai1, ai3, Tic). If yes, AMF forwards the received
message to SMF, along with a generated session manage-
ment request message. SMF decrypts (ai1, ai3) to obtain
(Qi, Q̂i, ISN) as ai2 = H(ai1, a

a0
i1 ) and Ni||Qi||Q̂i||ISN =

AESDEC(ai2, ai3). SMF also queries the subscription in-
formation from UDM and checks whether Ui’s request is
compliant with the subscription and with local policies. If
not, the request would be rejected; otherwise, SMF checks
subscribed S-NSSAIs and the requested NSSAI to determine
the allowed S-NSSAIs with the SSTs U-SSTs={U-SST1, U-
SST2, · · · , U-SSTs} with NSSF, and sends the request to
AUSF. After receiving the request, AUSF delegates Ui the
access capability of IoT service ISN by generating a partial
service ticket PSTi in the following way:

• AUSF verifies whether ê(Qi, Â0)
?
= ê(g, Q̂i) holds. If

not, it returns failure and aborts.
• AUSF randomly selects ri ∈R Zp to compute

σi = (σi1, σi2) = (gri , (ga1Qa0
i )ri), (1)

which is used to generate a service credential of Ui to
access ISN . This is the delegation of service access from
the 5G operator. Ui also needs to obtain the delegation
from ISV.

• To prevent the disclosure of σi, AUSF randomly picks
vi ∈R Zp to calculate ci1 = hvi , ci2 = H(ci1, B̂

vi), and
ci3 = AESENC(ci2,Ni||σi);

• To prevent the corruption of σi, AUSF randomly
picks αi ∈R Zp to compute Vic = hαi , cic =
H0(Ni, ci1, ci3, Vic) and sic = αi + cica0.

AUSF sends PSTi = (Ni, ci1, ci3, cic, sic) to ISV, and stores
PSTi on UDM.

Upon receiving PSTi, ISV checks whether Ni has never
been used and verifies the validity by calculating Vic =

hsicÂ−cic
0 and verifying cic

?
= H0(Ni, ci1, ci3, Vic). If either

succeeds, ISV aborts and returns failure; otherwise, it dele-

gates the access capability of ISN to Ui by performing the
following steps:

• ISV decrypts (ci1, ci3) to obtain σi as ci2 = H(ci1, c
b
i1)

and Ni||σi = AESDEC(ci2, ci3);
• ISV computes Gi = H0(Ni, certC , ISN). Note that,

ISV do not have any information about Ui;
• To delegate the access capability, ISV selects a random

τi ∈R Zp to calculate

ϕi = (ϕi1, ϕi2) = (στi
i1 , (σi2σ

bGi
i1 )τi), (2)

which is a service credential of Ui for the access of IoT
service ISN ;

• For session key negotiation, ISV randomly pick-
s xi ∈R Zp and computes Xi1 = gxi , hi1 =
H1(Ni, Xi1, certC , ISN) and Xi2 = hb

i1.
• To prevent the disclosure of ϕi, ISV picks a random

wi ∈R Zp to calculate di1 = gwi , di2 = H(di1, upk
wi
i ),

and di3 = AESENC(di2,Ni||ϕi||Xi1||Xi2);
• To prevent the corruption, ISV randomly chooses βi ∈R

Zp to compute Wic = hβi , dic = H0(Ni, di1, di3,Wic)
and eic = βi + dicb.

ISV sends the service ticket STi = (Ni, di1, di3, dic, eic) to
SMF.

After receiving STi, SMF forwards STi to Ui, along with
the encrypted allowed S-NSSAIs for Ui.

Upon receiving STi, Ui verifies the signature (dic, eic)

by computing Wic = heicB̂−dic and verifying dic
?
=

H0(Ni, di1, di3,Wic). If yes, Ui decrypts (di1, di3) by
calculating di2 = H(di1, d

b
i1) and Ni||ϕi||Xi1||Xi2 =

AESDEC(di2, di3). Ui obtains the service credential ϕi and
the allowed S-NSSAIs. Then, Ui checks whether the ser-
vice credential ϕi is valid or not by computing G′

i =
H0(Ni, certC , ISN) and checking

ê(ϕi2, h)
?
= ê(ϕi1, Â1Â

ti
0 B̂

G′
i). (3)

If ϕi is valid, ϕi is a qualified service credential for the service
ISN and Ui can use ϕi to access the IoT service.

Service Authentication. To access ISN , Ui initializes
secondary authentication using ϕi and allowed S-NSSAIs
with U-SSTs={U-SST1, U-SST2, · · · , U-SSTs}. To allow the
controller to choose a proper slice for package transmission,
Ui generates a hidden allowed S-NSSAI PAS to match the
slice types and features of configured slices. Specifically, for
each U-SSTl in U-SSTs, Ui randomly chooses rl ∈ Zp to
compute λl = (Â1h

U−SSTl)rl and µl = grl ; further, for each
USlAIj in an allowed S-NSSAI, for j ∈ {1, 2, · · · , t}, Ui

calculates UCFlj = SE(H(USlAIj , Ĉ), USlAIj), and sets
UCFl = (UCFl1, UCFl2, · · · , UCFlt). In doing so, PAS =
(λ1, λ2, · · · , λs, µ1, µ2, · · · , µs, UCF1, UCF2, · · · , UCFs).
Ui also uses the service credential ϕi to generate an
authenticated key agreement message AKAi as follows:

• Ui randomly selects νi, ωi, yi, θi ∈R Zp, to generate a
service authentication message ϕ′

i1 = ϕνi
i1 , ϕ′

i2 = ϕνi
i2 ,

ϕ′
i3 = ê(ϕi1, Â0)

νiωi , cis = H0(Ni, ϕ
′
i1, ϕ

′
i2, ϕ

′
i3, ISN)

and sis = ωi + cisti;
• To verify the validity of (Xi1, Xi2), Ui calculates

h′
i1 = H1(Ni, Xi1, certC , ISN) and checks whether
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ê(h′
i1, B̂) = ê(Xi2, h) holds. If not, Ui aborts and returns

failure;
• For session key negotiation, Ui computes

Yi1 = gyi , Ei1 = Xyi

i1 , and hi2 =
H2(Ni, Ei1, Xi1, Yi1, certC , ISN);

• To prove the ownership of yi1, Ui computes Yi2 = hyi

i2 ,
Di = gθi , gi1 = H0(Ni, ϕ

′
i1, ϕ

′
i2, ϕ

′
i3, sis, Xi1, Xi2,

Yi1, Yi2, Ei1, Di, certC , ISN), and gi2 = θi + gi1yi.
• Ui sets AKAi = (Ni, ϕ

′
i1, ϕ

′
i2, ϕ

′
i3, sis, Xi1, Xi2, Yi1, Yi2,

Ei1, gi1, gi2, certC , ISN).

Finally, Ui sends (PAS,AKAi) to RRH fog, and the RRH
fog forwards it to the local controller.

After receiving (PAS,AKAi) from Ui, the controller de-
termines the network slice based on the mapping of configured
NSSAIs and allowed NSSAIs of Ui. With NL and PAS,
the controller verifies ê(PSi1, λl) = ê(µl, PSi2) for each
i ∈ {1, 2, · · · , n} and l ∈ {1, 2, · · · , s}. If no PSi can make
the equation hold, the controller transfers the packages through
the default slice; if only one SSTi∗ succeeds the equation,
the controller uses the slice i∗; otherwise, multiple SSTi′

fit the service. Thus, the controller selects a network slice
from multiple candidates by counting the number of identical
feature values in ACFi∗ of the configured S-NSSAI SSTi∗

and UCFl∗ of the allowed S-NSSAI U-SSTl∗ and finding
the configured S-NSSAI SSTi′ that has the largest number
of identical feature values. Thereby, the controller forwards
AKAi and service packages through the slice i′.

When receiving AKAi, ISV computes D′
i = ggi2Yi1

−gi1

and checks gi1
?
= H0(Ni, ϕ

′
i1, ϕ

′
i2, ϕ

′
i3, sis, Xi1, Xi2, Yi1, Yi2,

Ei1, D
′
i, certC , ISN). If not, it returns failure and aborts.

Otherwise, they further independently verifies whether Ui has
the available delegation of ISV and core network for service
access by computing cis = H0(Ni, ϕ

′
i1, ϕ

′
i2, ϕ

′
i3, ISN) and

checking whether

ϕ′
i3 = ê(ϕ′

i1, Â1)
cis ê(ϕ′

i2, h)
−cis ê(ϕ′

i1, Â0)
sis ê(ϕ′

i1, B̂)Gicis

(4)
holds or not. If the delegation is invalid, ISV returns failure
and aborts; otherwise, the controller and ISV initialize Key
Negotiation phase, and SMF builds a new session for Ui,
keeps the session number Ni for session management, and
maintains AKAi on UDM.

Batch Verification. Batch verification is supported to im-
prove the verification efficiency for ISV. Suppose ISV receives
m service authentication messages {AKA1, · · · , AKAm}
from m users {U1, · · · , Um} for ISN service access. For
each AKAi, i ∈ {1, 2, · · · ,m}, ISV computes cis =
H0(Ni, ϕ

′
i1, ϕ

′
i2, ϕ

′
i3, ISN), and chooses m random values

{ρ1, ρ2, · · · , ρm ∈R Zp} to check whether

m∏
i=1

ϕ′
i3

ρi = ê(

m∏
i=1

(ϕ′
i1)

cisρi , Â1) · ê(
m∏
i=1

(ϕ′
i2)

−cisρi , h) ·(5)

ê(

m∏
i=1

(ϕ′
i1)

sisρi , Â0) · ê(
m∏
i=1

(ϕ′
i1)

Gicisρi , B̂).

Key Negotiation. If Ui is eligible to access the IoT service
ISN , the controller, Ui and ISV negotiate a session key. The

controller executes the following steps to negotiate the session
key for secure interactions with ISV and Ui:

• To verify the validity of (Xi1, Xi2), the controller
computes h′′

i1 = H1(Ni, Xi1, certC , ISN) and checks
whether ê(h′′

i1, B̂) = ê(Xi2, h) holds or not. If not, it
returns failure and aborts;

• To verify the validity of (Yi1, Yi2), the controller com-
putes h′

i2 = H2(Ni, Ei1, Xi1, Yi1, certC , ISN) and
checks whether ê(Yi1, h

′
i2) = ê(g, Yi2) holds or not. If

not, it returns failure and aborts;
• For session key negotiation, the controller randomly

selects zi ∈R Zp to compute Zi1 = gzi , Ki = Ezi
i1 ,

Ei2 = Xzi
i1 , Ei3 = Y zi

i1 , hi3 = H1(Ni,Ki, Ei1, Ei2, Ei3,
Xi1, Yi1, Zi1, certC , ISN) and Zi2 = hc

i3.
• The controller computes the session key ski =

H(Ni,Ki, Xi1, Yi1, Zi1, certC , ISN).
The controller forwards session key negotiation messages
SKNis = (Ni, Ei1, Ei2, Ei3, Yi1, Yi2, Zi1, Zi2, certC , ISN)
to ISV, and SKNiu = (Ni, Ei2, Ei3, Zi1, Zi2, Yi1, certC ,
ISN) to Ui through the dedicated network slice.

Upon obtaining SKNiu, Ui verifies the validity
of (Zi1, Zi2) by computing Ki = Eyi

i2 , h′
i3 =

H1(Ni,Ki, Ei1, Ei2, Ei3, Xi1, Yi1, Zi1, certC , ISN) and
verifying whether ê(h′

i3, Ĉ) = ê(Zi2, h) holds. If not, Ui

returns failure and aborts; otherwise, Ui computes the session
key ski = H(Ni,Ki, Xi1, Yi1, Zi1, certC , ISN).

Upon receiving SKNis, to verify the validity of
(Yi1, Yi2) and (Zi1, Zi2), ISV calculates Ki = Exi

i3 ,
h′′
i2 = H2(Ni, Ei1, Xi1, Yi1, certC , ISN), h′′

i3 =
H1(Ni,Ki, Ei1, Ei2, Ei3, Xi1, Yi1, Zi1, certC , ISN), checks
whether ê(Yi1, h

′′
i2) = ê(g, Yi2) and ê(h′′

i3, Ĉ) = ê(Zi2, h)
hold. If either does not hold, ISV returns failure and
aborts. Otherwise, ISV further computes the session key
ski = H(Ni,Ki, Xi1, Yi1, Zi1, certC , ISN). The session key
ski is used to achieve secret communications among ISV,
local fog and Ui in this session through the specified network
slice.

D. Security Analysis

Next, we show that ES3A realizes the design goals defined
in III-C, namely, privacy-preserving slice selection, service-
oriented anonymous authentication and service-oriented key
agreement.

1) Privacy-preserving Slice Selection: In ES3A, both the
service types indicated in packages and types of network slices
should be protected against fog nodes or outsider attackers for
preserving the accessing services of users. Specifically, the
slice type SSTi is hidden in PSi using (a1, ϵi), and thereby
it is difficult to recover SSTi from PSi1 = g

ϵi
a1+SSTi , if SSTi

is unpredictable. Further, to protect the service type U-SSTl,
Ui uses Â1 and rl to encrypt U-SSTl. λl is formally defined
as λl = (Â1h

U−SSTl)rl and µl = grl . Thus, the protection of
U-SSTl relies on the intractability of distinguishing a given
λ∗
l from U-SST(1)

l and U-SST(2)
l . If there is an adversary that

is able to distinguish, it is possible to obtain Ârl
1 , which is

the solution of co-CDH problem [43], that is, given g, grl ∈
G1,h, ha1 ∈ G2 for rl, a1 ∈R Zp, to compute ha1rl .



0733-8716 (c) 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JSAC.2018.2815418, IEEE Journal
on Selected Areas in Communications

10

Our another goal is to protect the feature values in a
S-NSSAI, if these values are unpredictable. To hide these
values, the deterministic AES encryption is leveraged in
ES3A. Specifically, a feature value SiAIj either in an al-
lowed S-NSSAI or in configured S-NSSAI is encrypted as
SE(H(SiAIj , Ĉ), SiAIj). Since the AES encryption is secure
if SiAIj is unpredictable, the ciphertext does not disclose
SiAIj . As the processing on SiAIj is deterministic, two
identical SiAIj and USlAIj are easy to be detected by
comparing the corresponding ciphertexts.

2) Service-oriented Anonymous Authentication: The user
Ui proves the access capability of the IoT service based on the
delegation from ISV without disclosing any information about
its identity IDi. Thus, in anonymous service authentication,
we should take into account three issues: user authentication,
user anonymity and ISV authentication.

User Authentication. Ui utilizes the access credential ϕi

to generate the authenticated key agreement message AKAi

to access the IoT service ISN , in which ϕi is the key
component generated by ISV and AUSF to authenticate Ui.
Ui randomizes ϕi to generate a signature (ϕ′

i1, ϕ
′
i2, ϕ

′
i3, sis)

using the random access identifier ti. Since ti is randomly
chosen and only known by Ui, no attacker is able to generate
a valid (ϕ′

i1, ϕ
′
i2, ϕ

′
i3, sis) without the correct ti. If an attacker

can generate a valid (ϕ′
i1, ϕ

′
i2, cis, sis) with t∗i ̸= ti, we can

construct an extractor to output an authentication message
ϕ∗
i . If ϕ∗

i is different from the existing service credential
generated by ISV and AUSF, it is a successful forgery of the
PS signature. Compared with the PS signature in [18], the
AUSF’s public key is (A0, Â0, Â1). Since the PS signature
is unforgeable under the modified LRSW assumption 2, the
unforgeability of the service credential can be reduced to
the modified LRSW assumption 1. Therefore, if the modified
LRSW assumption 1 holds, no attacker can pretend a delegated
user to access the IoT service.

User Anonymity. During the service authentication,
neither the controller nor ISV learns any information
about Ui’ identity. The authenticated key agreement
message AKAi = (Ni, ϕ

′
i1, ϕ

′
i2, ϕ

′
i3, sis, Xi1, Xi2,

Yi1, Yi2, Ei1, gi1, gi2, certC , ISN) is generated by
Ui and sent to the controller and ISV. In AKAi,
(Ni, Xi1, Xi2, Yi1, Yi2, Ei1) are random values, and (gi1, gi2)
are the proof of the temporary secret key yi, such that they
contain no information about Ui. (ϕ′

i1, ϕ
′
i2, ϕ

′
i3, sis) is Ui’s

signature on Qi using the random secret key ti. This tag
would not disclose the user’s identity as well. Therefore, the
user anonymity is preserved.

ISV Authentication. ISV’s authenticity is verified by Ui in
equation (3). ISV uses b to generate the service credential
ϕi, which is a PS signature on the commitment Qi. The
generation of ϕi can be divided into two phases. In the
first phase, AUSF uses its secret key to compute σi and
ISV further generates ϕi from σi using its secret key b in
the second phase. Since σi is a PS signature, the security
of σi can be guaranteed. The computation from σi to ϕi

follows the sequence aggregate signature in [18]. The sequence
aggregate signature is constructed from the public key sharing
technique by sharing (a0, a1) and b to 5G operator and ISV,

respectively. The security of ϕi depends on the unforgeability
of PS signature. Since the public keys are (A0, Â0, Â1, B̂), the
security of ISV authentication can be reduced to the modified
LRSW assumption 1. Therefore, no attacker can compromise
ISV authentication, as long as the modified LRSW assumption
1 holds.

3) Service-oriented Key Agreement: The security indicates
that the session key cannot be identified, and thereby it is hard
for an attacker to learn service data exchanged among Ui,
ISV and controller. To ensure the security of session key, key
negotiation messages cannot be corrupted under eavesdropping
attacks, man-in-the-middle attacks and forgery attacks, and the
session key was not exposed during information exchange,
even the previous session keys may be exposed. There-
fore, we show that the key negotiation message (Xi1, Xi2),
(Xi1, Xi2, Yi1, Yi2, Ei1) or (Ei1, Ei2, Ei3, Yi1, Yi2, Zi1, Zi2)
cannot be forged by attackers with any powerful capability,
and it is impossible for attackers to distinguish Ki = gxiyizi

with a random value.
Unforgeability. To prevent attackers from forging key ne-

gotiation messages, the unforgeability against chosen message
attacks is essential for session key negotiation, in which the
attackers are allowed to query any message to generate the
session key. We prove that the key negotiation message is
unforgeable against chosen message attacks, indicating that
the attackers cannot forge a valid key negotiation message for
key negotiation, even they can query any message they want.

The unforgeability of ISV’s key negotiation message
(Xi1, Xi2) can be reduced to CDH assumption for product
groups, that is, given g, gα, gβ ∈ G3

1, h, hα, hβ ∈ G3
2, it is

difficult to compute hαβ . Suppose ISV’s public key is hβ . An
attacker queries the H1 oracle to obtain the output of H1 hash
function, and queries to acquire (Xi1, Xi2) on any random
value xi from the oracle, (Xi1 = gxi , Xi2 = hβγ), in which
γ ∈R Zp. If the attacker is able to generate a valid forgery
(X∗

i1, X
∗
i2) for the output of H1 hash function, h∗

i1 = hα, we
can use this forgery to compute hαβ , which is the solution
of the CDH problem for product groups. Since the CDH
problem for product groups is intractable, it is hard to generate
a valid forgery for the key negotiation message. Therefore, it
is impossible to forge a valid key negotiation message, if the
CDH assumption for product groups holds.

The unforgeability of the user’s key negotiation message
(Xi1, Xi2, Yi1, Yi2, Ei1) depends on the CDH assumption in
G1 [43] and the CDH assumption for product groups. Specif-
ically, given Yi1 = gyi and Xi1 = gxi , it is impossible to
compute Ei1 = gxiyi . This is the typical CDH problem in G1

[43]. The unforgeability of Yi2 = hyi

i2 has the same format with
ISV’s key negotiation message, as Yi2 = hyi

i2 is the user’s sig-
nature with the temporary secret key yi. As for the controller’s
key negotiation message (Ei1, Ei2, Ei3, Yi1, Yi2, Zi1, Zi2), its
unforgeability also can be reduced to the CDH problem in
G1 and the CDH problem for product groups. In specific,
Ki = Ezi

i1 , Ei2 = Xzi
i1 and Ei3 = Y zi

i1 are the results of
CDH problem in G1, and Zi2 = hc

i3 has the same format of
ISV’s key negotiation message. In summary, both the user’s
and the controller’s key negotiation messages are unforgeable,
if the CDH assumption in G1 and the CDH assumption for
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TABLE I
COMPUTATIONAL OVERHEAD OF ES3A (UINT: MS)

PHASES Ui Controller Core Network ISV
System Initialization � SM1 SM1+2SM2 SM2

Network Slicing � � nSM1+nSM2+ntAEST �
5G Network Access SM1 � � �
Service Delegation 5SM1+5SM2+AEST +2BP � 6SM1+3SM2+2AEST +2BP 6SM1+5SM2+2AEST

Service Authentication (s+ 5)SM1+(2s+ 1)SM2+stAEST +3BP+ExpT 2snBP � 2SM1+4BP+4ExpT
Key Negotiation SM1+2BP 5SM1+4BP � SM1+4BP

product groups hold.
Confidentiality. The confidentiality of session keys is

formally defined by distinguishing the negotiated ses-
sion keys from random values. Even if an attacker can
capture all information about key negotiation messages,
(Xi1, Xi2, Yi1, Yi2, Zi1, Zi2, Ei1, Ei2, Ei3), and know all the
previous session keys, it cannot distinguish Ki from a random
value R. We show that the confidentiality of Ki depends on
the Deterministic Diffie-Hellman problem in G1 [43], that is,
given g, gα, gβ , R ∈ G1, to determine gαβ

?
= R. To show

the confidentiality of ISV’s session key, we set Xi1 = gα,
Yi1 = gβ/gγ and Zi1 = gγ , where γ ∈R Zp. The attacker aims
to distinguish between gαβ and R. The attacker can launch H1

queries to obtain the hash values, reveal queries to have the
session keys, and corrupt queries to acquire the secret key of
any party. After the queries, the attacker is given a challenge
R∗, and required to determine whether R∗ = gαβ or R∗ = R.
If the attacker is able to make the correct decision with the
probability more than 1/2, we can use the decision to solve
the DDH problem in G1 [43]. In addition, the proof of the
confidentiality of the user’s session key and the controller’s
session key is similar to that of the indistinguishability of
ISV’s session key, and their confidentiality can be reduced
to the DDH problem in G1 as well. Therefore, the session
key is confidential, if the DDH assumption in G1 holds.

V. PERFORMANCE EVALUATION

In this section, we evaluate the computational and com-
munication overhead of ES3A to illustrate its performance in
implementation.

A. Computational Overhead

The computational overhead is discussed through theoretical
analysis and simulation on a smart phone and a laptop.

1) Theoretical Analysis: ES3A is deployed on transport
layer to guarantee service-oriented authentication and secure
data transmission. The public-key certificates are exchanged
first and then ES3A is executed among ISV, 5G core net-
work, fog nodes and user devices. The computational burden
brought by ES3A immediately impacts system performance.
To evaluate the computational overhead, we count the number
of time-consuming cryptographic operations in each phase,
including scalar multiplication in G1/G2, bilinear pairing,
exponentiation in GT , and AES encryption/decyrption. Other
operations, such as point addition, integer multiplication and
hash function, are not resource-consuming compared with
the above four operations. Assume SM1, SM2 BP , ExpT
and AEST denote the scalar multiplication in G1, scalar

multiplication in G2, bilinear pairing ê, exponentiation in
GT and AES encryption/decyrption, respectively. The number
of cost-sensitive operations executed by each entity in every
phase of ES3A is illustrated in Table I.

2) Simulation Setting: We conduct a simulation of ES3A
to record its execution time in practice. The operations of
fog nodes, IoT server and ISV are executed on a laptop with
Intel Core i5-4200U CPU @2.29GHz and 4.00GB memory.
The operation system is 64-bit Windows 10 and the C++
compiler is Visual Studio 2008. The operations of users are
executed on a smart phone, Huawei MT2-L01 with CPU Kirin
910 @1.6GHz with 1250M Memory. The operation system is
Android 4.2.2 and the C++ compiler is NDK r8d. We use
MIRACL library 5.6.1 to implement number-theoretic based
methods of cryptography. The R-ATE pairing [44] is utilized to
realize the type-3 bilinear pairing. The Barreto–Naehrig curve
[44], i.e., Fp-256BN, E : y2 = x3 + 3 defined over Fp. z
is an integer so that n = 36z4 + 36z3 + 18z2 + 6z + 1 and
p = 36z4+36z3+24z2+6z+1 are prime and #E(Fp) = n.
The embedding degree k = 12 is the smallest positive integer
with n|p4 − 1. E[n] ( E(Fp12), where E(n) denotes the set
of all n−torsion points on E. Let G1 = E(Fp), G2 be the
trace–0 order–n subgroup of E(n), and GT be the order–n
subgroup of F∗

p12 . p is a large prime with approximately 160
bits.

3) Simulation Results: The execution time of the operations
in each phase of ES3A for every entity is depicted in Table II,
when n = 10, s = 2 and t = 10. The result indicates that the
computation tasks are acceptable for smart phones. To reduce
the computational overhead for user devices, ê(ϕi1, Â0) can
be pre-computed after Ui obtains the service credential and
all bilinear pairing operations can be executed by fog nodes
using fog-aided computation. To show the advantages of ES3A
on computational overhead, we compare ES3A with several
anonymous authentication protocols (YHWD [25], CPAL [26],
LCCH [27], ASMC [45] and YCWL [46]) executed under
the same setting. Since these schemes do not support key
agreement, we compare the computational burden on the gen-
eration of authentication messages for Ui and the verification
of authentication messages for ISV. The comparison results
are shown in Fig. 4(a) and Fig. 4(b). Specifically, Fig. 4(a)
shows the comparison results about computational overhead of
users on the generation of the service authentication message
AKAi. ES3A is the most efficient one in six protocols with
the increasing number of users. The total time cost on AKAi

generation is pretty low even the number of users reaches
50. In Fig. 4(b), the time cost of ISV on the verification
of service authentication in ES3A is still lower than YHWD
[25], CPAL [26], LCCH [27], ASMC [45] and YCWL [46].
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Fig. 4(c) demonstrates the fact that batch verification in the
service authentication phase can significantly improve the
computational efficiency for ISV compared with the separate
verification. For example, if ISV verifies service authentication
messages of 50 users one by one, it costs around 3.4s, while
the time cost is less than 0.5s if ISV uses batch verification.

To demonstrate whether ES3A is suitable for service-
oriented authentication of IoT devices that have lower comput-
ing capability than smart phones, we change CPU frequency
of the smart phone by using a software to simulate different
IoT devices. Although the computing capability is not only
determined by CPU frequency, but it has huge impacts on the
processing speed. In the simulation, we leverage different CPU
frequency, including 208MHz, 418MHz, 624MHz, 798MHz,
1196MHz and 1596MHz, to execute the operations of users.
Apple Watch has the processor speed 520MHz and Google
Glass uses OMAP 4430 that has up to 1.2GHz frequency.
Intel Atomr processor E3900 series, empowering real-time
computing in digital surveillance, in-vehicle experiences and
industrial automation, have 1.1–1.6 GHz CPU HFM frequency.
The CPU frequency of these IoT devices is in our simulating
range. Fig 4(d) illustrates the executing time of users’ op-
erations in service delegation, service authentication and key
negotiation phases on the CPU with 208MHz–1.596GHz. The
operations are still efficient even the CPU frequency is low.
Therefore, ES3A is applicable on many IoT devices, such as
Apple Watch, Google Glass, smart vehicles, and industrial
devices.

B. Communication Overhead
ES3A does not possess high communication overhead on

5G network to achieve service-oriented authentication and key
agreement for IoT services. The entities exchange and verify
the public-key certificates. If the certificates are valid, they
begin to perform authentication and key agreement procedure.
Ui interacts with AUSF to achieve primary authentication and
applies for the service delegation from both 5G core network
and IoT server. In this process, Ui sends 1472-bit message
to AMF and AUSF forwards 1152-bit PSTi to ISV. ISV
computes the service ticket STi, which is 1120 bits, and sends
it to Ui. To access ISN , Ui is required to send AKAi to
the controller and ISV, which is of binary length 4032 bits.
To negotiate the session key, the controller forwards 1632-bit
SKNis to ISV and 1280-bit SKNiu to Ui. Finally, Ui utilizes
the session key to securely communicate with the fog and ISV
for service access.

We also compare the communication overhead of ES3A
with YHWD [25], CPAL [26], LCCH [27], ASMC [45]
and YCWL [46]. Fig. 4(e) shows the comparison result of
communication overhead on service delegation. ES3A is more
efficient than YHWD [25], CPAL [26], ASMC [45] and
YCWL [46] on service credential transmission. Fig 4(f) illus-
trates the result of comparison about communication overhead
on service authentication. Only YHWD [25] is more efficient
than ES3A. Therefore, ES3A possesses low communication
bandwidth on the transmission of service credentials and
service authentication messages compared with CPAL [26],
ASMC [45] and YCWL [46].

TABLE II
EXECUTION TIME OF ES3A (UNIT: MILLISECOND)

PHASES Ui Controller Core Network ISV
System Initialization � 1.465 6.352 3.246

Network Slicing � � 48.531 �
5G Network Access 4.460 � 0.0242 �
Service Delegation 168.605 � 50.135 26.4285

Service Authentication 226.191 562.524 � 65.735
Key Negotiation 106.353 69.256 � 64.217

VI. CONCLUSIONS

In this paper, we have proposed an efficient and secure
service-oriented authentication framework for IoT services
in 5G network. Under this framework, a privacy-preserving
slice selection mechanism is introduced to allow fog nodes
to select proper network slices for data forwarding, and hide
the accessing service types of users. Further, service-oriented
anonymous authentication and key agreement are achieved
to ensure the anonymity and authenticity of users and the
confidentiality of service data. Specifically, users are able
to anonymously authenticate to IoT servers based on the
delegation of both 5G core network and IoT servers, and
build secure data channels for the access of the service data
cached on local fogs and maintained on remote IoT servers.
We have demonstrated the security and privacy preservation
of the proposed framework and its efficiency and practicality
through simulation. In the future work, we will design network
slicing-based privacy-preserving authenticated key agreement
protocols for roaming services with efficient access delegation
and revocation in 5G networks.
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